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Abstract 
The main benefit of 3D display over 2D display is the obvious ability 

to create a more lifelike character with high depth sense. However, 

the limitation of human eye’s visual mechanism, unartful 3D scene 

structure design, or bad viewing condition always emerge a poor 

depth perception experience or even a physiological discomfort 

during the watching time, which are often sub-optimal for mass 

high-quality 3D display productions. To solve this problem, we 

propose a novel 3D display parallel system for depth sense 

optimization and it empirically guides how the light field should be 

re-rendered. Structurally, the parallel system consists of an 

artificial perception measurement system, a display evaluation 

model and a light field display rendering system, which includes the 

display calibration, scene capture, light field data process and 

display. Particularly, it systematically analyzes and models various 

factors affecting the depth sense that learned through the 

measurement system, like scene structure, objects’ speeds in 3D 

video and so on. And those sense factors can be personally modified 

or increased according to the viewer’s demands or technical 

improvement. Moreover, the light field could be real-time re-

rendering, based on some image processing technology, optical 

flow analysis and object segmentation (or tracking) (especially the 

one-shot video segmentation). Theory and algorithms are 

developed and experimental validation results show a superior 

performance. 

Author Keywords 
3D Display Parallel System; Depth Sense; Light Field Re-

rendering; 3D Video Processing; One-shot Segmentation. 

1. Introduction 
In recent years, the three-dimensional industries, such as 3D 

movies or 3D games, have driven a rapid development of the light 

field display products [1]. However, due to human visual 

mechanism, display content, display hardware, viewing conditions 

or other reasons, people cannot always experience a good depth 

perception when watching 3D display [2]. Besides, some viewers 

even have a physiological discomfort and such feelings varies from 

person to person, which limits the widespread use of three-

dimensional display. In order to improve this problem, light field 

display needs a deep perception evaluation system guiding the 

display rendering and post-processing of the light field contents. 

There are many reasons that affect the depth perception of the 

three-dimensional display of light field, including scene parallax, 

content, dynamic objects, visual focus, and even some artistic 

methods such as scene color, light, shade, composition and so on. 

The human visual system needs both physiological and 

psychological depth information to generate three-dimensional 

sensations in the brain [3]. Psychologically depth information can 

also be obtained through two-dimensional images, while 

physiological depth information can only be provided by true three-

dimensional physics. The four physiological depth information 

needed by the human brain for three-dimensional perception 

include accommodation, convergence, motion parallax and 

binocular disparity. Through the two-dimensional images produced 

by the psychological depth of information processing, human brain 

can also get a sense of three-dimensional. Psychological depth 

information includes linear perspective, shading, texture, prior 

knowledge. At present, the light field depth perception control is 

usually based on the correction of the parallax. But the considered 

factor affecting the depth sense is relatively simple, and this method 

sometimes causes viewing discomfort. In this paper, a depth-

sensing parallel system of light field display is proposed, which 

considers both the physiological and the psychological depth 

information, to render a better depth perception and comfortable 

light field display, through modifying the visual focus and re-

processing the light field data correspond. 

To determinate the position of the visual focus point for a light field 

display, we consider and capably control the depth sense affecting 

factors [5-8] through experiment and evaluation, such as the visual 

focus point’s depth information (depth), the motion speed of the 

object (which the visual focus point focused on) (speed), the 

scene’s brightness contrast (brightness), or the scene’s ambiguity 

(blur). However, a better depth perception may bring 

uncomfortable viewing experience. Therefore, we also consider the 

influence of comfort when modeling the display system [9-12]. 

Moreover, this evaluation model can be adjusted according to the 

needs of different people. Particularly, our main contributions 

includes: 

1) Various factors affecting the depth sense are systematically 

analyzed and used to determine the scene visual focus position. 

2) A parallel learning approach is used to model the depth sense 

factors synthetically and it learns through an evaluation model how 

to choose a scene's visual focus personally. 

3) Based on the free-viewpoint rendering method, optical flow 

analysis and object segmentation (or tracking), light field can be 

well re-rendered. 

4) We use one-shot segmentation for 3D video focus position 

tracking process. Based on the parallel learning theory for adding 

“virtual” training data, a video processing parallel system for one-

shot video segmentation is proposed and the segmentation accuracy 

is increased to 83.6%. It provides technical support for the 

realization of the 3D display parallel system.
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Figure 1. Overview of our proposed 3D display parallel system.

2. Technical Description 

Overview of the proposed method: We propose a novel 3D 

display parallel system [13-14] for depth sense optimization and it 

empirically guides how the light field should be re-rendered. 

Structurally, the parallel system consists of a light field display 

rendering system, display evaluation model and an artificial 

perception measurement system. Through online learning, offline 

calculation and manual interaction with the artificial perception 

system, the display evaluation model provides reference, 

estimation and guidance of the visual focus’ position for the light 

field display rendering system. That is the display evaluation model 

firstly learn how the human will feel at different light field 

renderings and then choose a better way to re-render. The main 

process of the parallel system includes experiment and evaluation 

of the depth perception affecting factors, learning and training of 

the evaluation model, and management and control of the artificial 

perception system (in Figure 1.). 

Light Field Display Rendering System: In the previous work, 

we have systematically introduced the rendering process of the 

light field display [15-16], including the early light field data 

acquisition, processing [17] and display calibration [18-21]. Since 

the optical path is determined by the display hardware, we can only 

correct the color value of the light in the re-rendering process. And 

by changing the view of the data, we are able to correct the color of 

the light [22-23]. The correction process needs the parameter – the 

virtual focus which obtains through our depth perception parallel 

system.  

Display Evaluation Model: The display evaluation model based 

on the supervised network is constructed. During the learning and 

training time, multi-3D videos are provided as the training videos. 

First, a visual focus is chosen by the manual interaction. After the 

visual focus determined,𝑞 depth-aware affecting factors’ value (for 

example, the value of the depth, speed, brightness and blur. And 

the speed factor is only for 3D video not for 3D image) are fixed as 

the evaluation model’s inputs. The outputs include a depth 

perception score C𝑑(1)  and a comfort score C𝑑(2) . After several 

back-propagation between the real scores (C𝑑(1) and C𝑑(2)) and the 

artificial perception system’s scores ( C𝑝(1)  and C𝑝(2) ), the 

evaluation model’s weights can be well defined. The final scores of 

the display evaluation model are closer to that of the artificial 

perception system, which means the display evaluation model 

begins to learn how human feel at different light field renderings. 

When applying to the test 3D video, the evaluation model firstly 

selects 𝑛  focus positions based on prior knowledge during the 

experiment and evaluation time and score the 𝑛  focus positions 

through the evaluation model. Then, the light field display 

rendering system selects the point with the highest score, which is 

the best visual focus for re-rendering.  

Artificial Perception Measurement System: Artificial 

perception measurement system are include the personnel 

participations for human’s depth sense training and a manual 

interaction system for virtual focus setting. Through the interaction 

with mouse, the position of focus point can  be determined and a 

series of scores under different rendering results can be obtained, 

including depth perception score C𝑝(1) and a comfort score C𝑝(2).  

Let’s discuss how to rendering scene at different focus during the 

manual interaction based on EPI. Schematic of the technique is 

shown in Figure 2. A 3D light filed, created from a set of multiview 

images, is presented as 𝑳𝑭(𝒚, 𝒙, 𝑽). 𝑽 denotes the discrete number 

of views and 𝑽𝑹𝑮𝑩 represents the reference image 𝑰𝑹𝑮𝑩’s sequence 

view number. A planar 𝒙– 𝑽 cut represents epi-polar plane image 

(EPI). 𝒍(𝒚′, 𝒙′, 𝑽𝑹𝑮𝑩) , which passes through the point 

𝒑(𝒚′, 𝒙′, 𝑽𝑹𝑮𝑩) on 𝑰𝑹𝑮𝑩, denotes the linear structure in EPI. And 

the slopes 𝒌  of all the linear structure is calculated as:  𝒌 = 𝑓 ∙
𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒/𝑧, where 𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒 is the baseline of adjacent cameras 

(in Figure 3(a)), 𝑓 denotes the camera focal length and 𝑧 represents 

the depth for 𝑰𝑹𝑮𝑩’s each pixel. And the depth scenes finally can 

be accurately and measurably obtained (in Figure 3(b)): 
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Figure 2. The schematic of the technique. 
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Figure 4.  Holes’ fill directions and pixels’ cover strategies. 
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Figure 5.  Rendering results with the artificial interactions. 

 

Figure 6. The object tracking and light field re-rendering process. 

depth scenes = (1 −
𝑑𝑒

𝑑𝑒+𝑆∙𝒌
)𝐷𝑒_𝑠                  (1) 

When the point p is chose to be the focus, it’s depth scenes sets 

0 and other points’ 𝒌 are also changed according to eq.2: 

𝒌 = 𝑓 ∙ 𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒/𝑧 − 𝑘′                          (2) 

 , where the 𝑘′ is the p’s original slope. By propagating the color 

of 𝒑 to all the points on 𝒍(𝒚′, 𝒙′, 𝑽𝑹𝑮𝑩), the initial light filed 𝑳�̂� is 
rendered. During 𝑳�̂�  created time, when each EPI of the initial 

light filed rendered through the direction in Figure 4, we record 

the last 𝒌, current 𝒌, last rendered pixel and current rendered 

pixel respectively to determine the holes’ fill directions and 

pixels’ cover strategies. 

We use a regulariser comprising a weighted Huber norm over the 

gradient of the final light filed 𝑳𝑭, 𝜔 ||𝛻𝑦,𝑥𝐿𝐹(𝑦, 𝑥, 𝑉)||
𝜀
, which 

ensures un-twisted view images in 𝑳𝑭  for high quality 3D 

display, where 𝜔 ∝ ∇𝑰𝑹𝑮𝑩(𝑦′, 𝑥′) ((𝑦′, 𝑥′) ∈ 𝒍(𝒚′, 𝒙′, 𝑽𝑹𝑮𝑩) and 
(𝑦, 𝑥) ∈ 𝒍(𝒚′, 𝒙′, 𝑽𝑹𝑮𝑩) ). The resulting energy functional 

therefore contains a non-convex photometric error data term and 

a convex regulariser: 

𝑚𝑖𝑛𝐿𝐹𝐸 = ∭ {(𝑳𝑭(𝒚, 𝒙, 𝑽) − 𝑳�̂�(𝒚, 𝒙, 𝑽) )
2

+

𝜔 ||𝛻𝑦,𝑥𝑳𝑭(𝒚, 𝒙, 𝑽)||
𝜀
} 𝑑𝑦𝑑𝑥𝑑𝑉                                        (3) 

In Figure 5, it is the rendering results during the artificial 

interactions at different virtual focus points (red points). 

Video Processing Parallel System: In these part, we 

take the speed factor as an example to illustrate the light field re-

rendering process. From the results of the artificial perception 

measurement, the focus point usually focused on the objects’ with 

the medium speed. We can calculate the optical flow for each 

frame and determine for the medium speed objects for each frame, 

but it may be slow and the high frequency of switching the visual 

focus from one object to another object will reduce the viewing 

comfort. Usually, the 3D video’s contents are not complicated and 

the objects in the video usually move evenly. So we only use the 

first frame’s optical flow map to determine the medium speed 

object. As the following video frame, we tracking the object 

selected in the first frame. 

We first calculate the moving speed of the objects in the 3D 

video’s first frame by dense optical flow (𝑢, 𝑣) [25]: 

𝑚𝑖𝑛𝑢,𝑣𝐸(𝑢, 𝑣) =

∫ ∫ [(𝑇(𝑥, 𝑦) − 𝐼(𝑥 + 𝑢, 𝑦 + 𝑣))
2

+ 𝛼(𝑢𝑥
2 + 𝑢𝑦

2 + 𝑣𝑥
2 + 𝑣𝑦

2)] 𝑑𝑥𝑑𝑦                            

                                                                                                   (4) 

After acquiring the optical flow, it can be easy to get the relative 

speed relationship of the objects’ movements in the 3D video. For 

the object’s tracking, we use one-shot video segmentation method 

in subsequent video frames, which aims to densely segment out 

the object(s) for all video frames, given only one frame (usually 

the first frame) mask of the required object(s). Figure 6 shows the 

object tracking and light field re-rendering process: by using the 

optical flow obtained in eq.4 , the position of the most suitable 
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object in the first frame can be roughly determined. And through 

super pixel and network iteration, the mask of the first frame with 

high accuracy can be obtained. Then the OSVOS network is used 

to segment the object appearing in subsequent videos. The 

algorithm tracks and splits well even when the object is not rigidly 

deformed. 

To improve the accuracy of OSVOS [26] network, we added a 

large number of virtual training data samples as shown in Figure 

7 during the one-shot network training. The purpose is to simulate 

1) the diversity of the video background of the following frames 

and 2) the rigid changes of the foreground objects, even the non-

rigid changes. Experimental data show that our method is 

improved by about 4% compared with the original method, as 

shown in Part 3. 

As shown in Figure 8, taking the “basketball” video as an example, 

we first determine which object (the green one in Figure 8 (c)) a 

viewer tend to and track it with the improved OSVOS. Among 

them, 10 points are selected at random (Figure 8 (d)). Depth 

perception scores learned by the evaluation model are used to 

predict the visual focus’ position. The point with the highest 

comprehensive score is selected as the focal point for scene 

rendering. According to the re-rendering process [22], the free-

viewpoint rendering method based on the EPI (Figure 8 (b)) is 

performed. Figure 8 (e) shows the result of the final 3D display 

map. 

 
Figure 7. DAVIAS virtual training data (a) 

“breakdance”, (b) “ dance-twirl”. 

 

Figure 8. The results of the “basketball” video, the 30-th 

frame (left) and the 60-th frame (right). (a) The frame 
image;(b) The depth map;(c) The segmentation result;(d) 
Random selection of the candidate focus points;(e) The 

re-rendering 3D map. 

3. Results and Discussion 
Display Evaluation Model Evaluation: The artificial 

perception measurement system provides the basis of selecting an 

effective visual focus for the light field rendering system or 

improving the current selected visual focus. With the deepening 

and expansion of the experiment, there may be a number of 

potential development trends. For example: 1) with new staff 

members joining in, the depth sense evaluation may change 

personally; 2) person's visual mechanism changes (like the 

myopia or emotional impact), which results in different 

evaluation; 3) As the technic improved, the display evaluation 

model  can learn more factors or even the network model changes. 

At these time, when display evaluation model and the artificial 

perception measurement system produce difference or generate 

errors feedback signal, the evaluation modes or parameters need 
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to be corrected to reduce the errors and begin to analyze a new 

round of the optimization and evaluation. For example, we 

randomly selected testers to join the artificial perception test 

system and generated 1000 different visual focal light field 

display for evaluation. In a long-term training, light field display 

rendering system model obtains the depth sense factors’ values, 

which are suitable for the tester and the prediction accuracy is 

96.84%.  

Video Processing Parallel System Evaluation: In order to 

improve the accuracy of the OSVOS network, we augment a large 

number of virtual training data samples which are expanded from 

the first frame while training on the one shot network. Experiment 

indicates that our video processing parallel system is able to 

improve accuracy compared with the original method (Table 3 

and Figure 9). 

Table 3. The Results of different virtual methods 

 Accuracy 

OSVOS 79.4% 

Video processing parallel system 83.6% 

Breakdance RGB Frame

The 17th frame

The 62nd frame

OSVOS Our

 
(a) 

Dance-twirl RGB Frame

The 7th frame

OSVOS Our

 
(b) 

Figure 9. Comparison the tracking results on DAVIS 2016. 
(a) Breakdance;(b) Dance-twirl. 

3D Display Parallel System Evaluation: We 

measure the quality of the final re-rendering light field display by 

subjective test experiments. In order to avoid the interferences by 

the 3D video itself, we first select the best focal point position 

interactively and to score both the depth sense and the comfort 

(𝐂𝒐(𝟏) and 𝐂𝒐(𝟐)). Then, we rendered those test 3D videos by the 

method shown in Figure 8, and participants evaluates them by 

depth and comfort scores, 𝐂𝒕(𝟏)  and 𝐂𝒕(𝟐) . The final score is 

calculated as follow:  

Score =  α ∙
𝐂𝒕(𝟏)

𝐂𝒐(𝟏)
× 5 + (1 − α) ∙

𝐂𝒕(𝟐)

𝐂𝒐(𝟐)
× 5              (5) 

, where α = 0.6231 in our experiments. The final average score 

result of the parallel system is 4.34 (out of 5), which was 29.82% 

higher than the focus randomly selections. 

4. Conclusions 
In this paper, we propose a depth sense parallel system of light 

field display, considering a variety of factors affecting the light 

field display when rendering the scene and modeling the guidance 

of re-rendering. The 3D display parallel system composites by a 

light-field display system, an evaluation model and an artificial 

depth measurement system. And with the video processing 

parallel system, the network can well train the first frame of the 

3D video, so it tracks the best chosen object precisely. Thus it 

performs well on the light field re-rendering process. 
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