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Policy Iteration Algorithm Based Fault Tolerant Tracking Control: 
An Implementation on Reconfigurable Manipulators

Yuanchun Li*, Hongbing Xia*,** and Bo Zhao†

Abstract – This paper proposes a novel fault tolerant tracking control (FTTC) scheme for a class of 
nonlinear systems with actuator failures based on the policy iteration (PI) algorithm and the adaptive 
fault observer. The estimated actuator failure from an adaptive fault observer is utilized to construct an 
improved performance index function that reflects the failure, regulation and control simultaneously. 
With the help of the proper performance index function, the FTTC problem can be transformed into an 
optimal control problem. The fault tolerant tracking controller is composed of the desired controller 
and the approximated optimal feedback one. The desired controller is developed to maintain the 
desired tracking performance at the steady-state, and the approximated optimal feedback controller is 
designed to stabilize the tracking error dynamics in an optimal manner. By establishing a critic neural 
network, the PI algorithm is utilized to solve the Hamilton-Jacobi-Bellman equation, and then the 
approximated optimal feedback controller can be derived. Based on Lyapunov technique, the uniform 
ultimate boundedness of the closed-loop system is proven. The proposed FTTC scheme is applied to 
reconfigurable manipulators with two degree of freedoms in order to test the effectiveness via 
numerical simulation.

Keywords: Adaptive dynamic programming, Policy iteration, Fault tolerant tracking control, 
Reconfigurable manipulators, Neural network.

1. Introduction

As the rapid development of modern technologies, 
industrial systems are becoming increasingly complex and 
large-scale, the unavoidable system failures can affect the 
product quality, damage equipments, or even harm to 
human beings [1]. As we know, various components such 
as actuators, sensors and processors may undergo abrupt 
failures individually or simultaneously during operation. 
Among all kinds of possible failures, actuator failures are 
considered as one of the most critical challenges, mainly 
for the reason that the control performance can be 
deteriorated by unexpected and unknown actuator actions. 
Hence, it is urgent to develop fault tolerant control (FTC) 
methods to deal with such kind of problems.

To achieve higher reliability and better control perfor-
mance, many research efforts on FTC systems have been 
made during the past three decades to ensure systems stable
and maintain acceptable control [2]. FTC architectures can 
be classified into passive FTC (PFTC) and active FTC 
(AFTC). Studies on the significance of FTC are found in [3]
and [4], whilst the book [5] provided a useful theoretical 
framework. For PFTC, a fixed control law is designed to 

achieve stability and acceptable performance in both 
normal and fault situations [6, 7]. However, the drawback 
of PFTC is that it is reliable only for systems with known 
faults. While AFTC can reconfigure or reconstruct the 
controller online to recover the system stability and control 
performance via fault detection and identification (FDI) [8,
9]. It is worthy to mention that the observer technique, 
which is active in reconfiguring control, plays an important 
role in achieving active fault tolerance [10-12].

The trajectory tracking control is always required in 
mobile robots, helicopters, and so on [13, 14], and its goal 
is to make the system outputs track specified desired 
trajectories. In spite of the tracking control is widely used, 
but only a few advanced techniques based FTC are applied 
for tracking control to ensure system tracking performance 
when components are faulty. For examples, Liao et al. [15]
used a linear matrix inequality (LMI) method to propose a 
reliable robust tracking control scheme for uncertain 
discrete-time systems. And inspired by it, Yao et al. [16]
applied this control scheme to continuous-time systems. 
Besides, Jiang et al. [17] proposed an adaptive FTTC 
scheme based on online estimation for near-space-vehicle 
(NSV) attitude dynamics systems with actuator failures.

As an effective tool to solve optimal control problems in 
nonlinear systems, adaptive dynamic programming (ADP) 
is a useful approximation method proposed by Werbos [18]
to obtain the solution to the HJB equation. By using ADP 
method, the designed controller structure is simple and 
computational burden is reduced [19]. In recent years, 
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many scholars have studied ADP approaches in both 
theory and applications [20-23]. The optimal control 
methods based on iterative ADP have been developed for 
both discrete-time [21, 24] and continuous-time systems 
[20, 25, 27, 29]. Meanwhile, the policy iteration (PI) 
algorithm is an iterative approach to solve HJB equation 
by constructing a sequence of stable control policies that 
converge to optimal control solutions [26]. Wang et al. 
[27] studied a PI algorithm to handle the robust control 
problem for nonlinear systems with uncertainties. Based 
on PI algorithm, Song et al. [28] developed an off-policy 
integral reinforcement learning algorithm to compensate 
the disturbances for unknown systems. Besides, Zhang et 
al. [29] proposed an ADP based data-driven robust 
approximated optimal control algorithm for unknown 
nonlinear systems. It was the first solution to the tracking 
control problem of unknown general nonlinear systems 
based on ADP.

For FTC, only a few results were presented based on 
ADP or reinforcement learning methods. Chang et al. [30]
presented an online fault tolerant actor-critic neuro-control 
scheme for continuous-time nonlinear systems with 
abrupt nonlinear faults. In [31], in the light of time-varying 
actuator gain and bias faults, an ADP based FTC scheme 
was proposed. Wang et al. [32] investigated a RL-based 
FTC scheme for a class of multiple-input-multiple-output 
(MIMO) nonlinear discrete-time systems. However, we 
can see from these researches, most of them were aimed 
at discrete-time systems or stabilization control, only a few 
related results for continuous-time systems.

In actual industrial processes, many systems are 
modeled as nonlinear systems such as robot manipulators 
[33, 34], missile systems [35], biochemical processes [36]
and so on. As a kind of nonlinear systems, reconfigurable 
manipulators have great application potential in space 
explorations, smart manufacturing, high risk operations, 
battle fields and so forth. Compared with traditional 
manipulators with fixed configuration, reconfigurable 
manipulators can adapt to diverse task requirements due to 
their low cost, convenient modification, easy maintenance, 
portability and durability [37, 38]. Some FTC schemes 
have been carried out for reconfigurable manipulators. 
Ahmad et al. [39] investigated a distributed fault detection 
scheme, which does not require motion states of any 
other modules. Zhao et al. [40] studied an active FTC 
scheme for reconfigurable manipulators based on local 
joint information. While regarding FTC, we should not 
only focus on guaranteeing the tolerance of fault dynamics, 
but also the requirements of optimal control performance. 
Recently, although some researches [20-25] have been 
developed to study the optimal regulations or control 
problems for nonlinear systems based ADP, only a few 
FTTC schemes have been reported, this motivates our 
research.

To solve this difficult problem, motivated by the 
aforementioned analysis and observer techniques, in this 

paper, a fault tolerant tracking (FTT) controller based on 
ADP with an improved performance index function is 
investigated for a class of nonlinear systems with actuator 
failures. The estimated fault from an adaptive fault 
observer is used to construct the improved performance 
index function, which reflects the actuator failure, 
regulation and control. Hence, the FTTC problem is 
transformed into an optimal control problem. Then, the 
FTTC scheme based on PI algorithm is designed to deal 
with the optimal control problem. The improved HJB 
equation is solved by a critic neural network, whose 
weights can be derived by gradient descent method. The 
stability of closed-loop system with actuator failures is 
analyzed using Lyapunov theorem. Finally, in order to 
show that the designed controller is effective, two 2-DOF 
(Degree of Freedom) reconfigurable manipulators with 
different configurations are used to simulation.

The main contributions of the presented scheme can be 
summarized as follows. 

1) By designing an adaptive fault observer, the estimated 
unknown actuator failure can be employed to construct 
the improved performance index function, which reflects 
the actuator failure, regulation and control. Thus, the FTTC 
problem can be transformed into an optimal control 
problem.

2) The control policy can be derived depending only 
on the critic neural network, and the training of the action 
neural network is no longer required. Thus, the designed 
controller structure is simple and the computational burden 
is reduced. To achieve FTTC, the steady-state control can 
be achieved within a small set with an approximated 
optimal control.

The remainder of this paper is organized as follows. 
Section 2 describes the problem, optimal control and HJB 
equations. The proposed FTTC scheme is presented in 
Section 3 and simulations are shown in Section 4. Finally, 
conclusions are summarized in Section 5.

2. Problem Formulation

Consider the following continuous-time nonlinear 
system with actuator failures:

( ) ( )( )ax f x g x u f= + +& (1)

where nx RÎ  is the system state vector, mu RÎ  is the 
control input vector, m

af RÎ is an unknown additive 
actuator failure. ( )f ×  and ( )g ×  locally Lipchitz and 
differentiable in their arguments with (0) 0f = , and let 

0(0)x x=  be the initial state.
In [29], the authors mainly studied the trajectory 

tracking control, but this paper will address a novel FTTC 
scheme so as to guarantee the closed-loop system (1) to be 
stable in case of the system suffers from unknown actuator 
failures. In other words, the main objective is to find an 
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optimal controller u, which enables the system state vector 
x tracks the desired trajectory dx  even though actuator 
failures occur.

In order to achieve objective above, inspired by [29], we 
design the improved infinite horizon performance index 
function as

( ) ( )( )(
( )( ))

2

0

ˆ ˆ( ) ( ) ( ) ( )

( ), ( )

T
a a

e

J e t ρf τ f τ γ J e τ

r e τ u e τ dτ

¥
*= + Ñ

+

ò (2)

where de x x= -  is defined as the tracking error, 
( , ) T T

e er e u e Qe u Ru= +  is the utility function, ( , ) 0er e u ³

for all e and eu with (0,0) 0r = , n nQ R ´Î , m mR R ´Î  are 
positive definite matrices, ˆ ( )af t  is the estimation of the 
actuator failure ( )af t , 0ρ > and 0γ > are positive constants.

As in many literature, the following assumptions are 
given for the system (1).

Assumption 1: The desired trajectory dx , and its 
gradient dx&  are continuous and bounded.

Assumption 2 [10]: The system actuator failure af  is 
bounded as 1af ε£ < ¥ , where 1ε  is a positive constant.

The desired trajectory can be expressed as

( ) ( )d d d dx f x g x u= +&       (3)

Since the desired controller du  is utilized to ensure the 
tracking error to a steady state, it can be obtained by (3) as

( )( ) ( )+
d d d du g x x f x= -&     (4)

where ( )+g ×  denotes the generalized inverse of ( )g × , and 
the control coefficient matrix function ( )dg x  satisfies 

( ) ( )+
d dg x g x =I´  and n nI R ´Î  is the identity matrix.

The trajectory tracking error can be defined as

de x x= -            (5)

The time derivative of (5) is

( ) ( ) ( )( ) ( )
d

d a d d

e x x

f x f x g x u f g x u

= -

= - + - -

& & &
(6)

By defining ( ) ( )e df f x f x= - , it is worth noticing that 
the FTT controller u is composed of the desired (steady-
state) controller du  and the approximated optimal 
feedback one eu , i.e., d eu u u= + . Thus, (6) can be 
rewritten as

( ) ( ) ( )( ) ( )

[ ( ) ( )] ( ) ( )
d a d d

e d d e a

e f x f x g x u f g x u

f g x g x u g x u g x f

= - + - -

= + - + -

&
(7)

The feedback controller eu  is used to make the tracking 
error dynamics converge to a stable state at transient stage 
in an optimal manner [29]. Then, the improved infinite 

horizon performance index function (2) is expressed as

( ) ( )( )(
( )( ))

2

0
Ψ(Ω)

ˆ ˆ( ) ( ) ( ) ( )

( ), ( )

e

T
a a

u

e

J e τ ρf τ f τ γ J e τ

r e τ u e τ dτ

¥
*

Î

= + Ñ

+

ò
(8)

Definition 1 [29, 41]: For the system (1) with 0af = , a 
control policy eμ is defined to be admissible with respect 
to (8) on a compact set Ω , if eμ  is continuous on a set 
Ω  with (0) 0eμ = , eμ  stabilizes (7) on Ω , and ( )J e  is 
finite for Ωe" Î .

The remainder problem can be presented as: for the 
error system (7) with a series of admissible control set 

Ψ(Ω)eμ Î  and the improved infinite horizon performance 
index function (8), find an admissible control policy eu

such that performance index function (8) associated with 
system (7) is minimized.

If the improved infinite horizon performance index 
function

( ) ( )( )(
( )( ))

2

0

ˆ ˆ( ) ( ) ( ) ( )

( ), ( )

T
a a

e

V e τ ρf τ f τ γ V e τ

r e τ u e τ dτ

¥
*= + Ñ

+

ò (9)

is continuously differentiable, then the infinitesimal 
version of (9) is the so-called nonlinear Lyapunov equation 
[25] as

( ) ( )

( )

2
ˆ ˆ0 ( ) ( , ) ( )

[ ( ) ( )] ( )

TT
a a e

e d d e

ρf f γ V e r e u V e

f g x g x u g x u

*= + Ñ + + Ñ

´ + - +
(10)

where (0) 0V = , and the term ( )V eÑ denotes the partial 

derivative of ( )V e with respect to e , i.e. 
( )

( )T V e
V e

e

¶
Ñ =

¶
.

Define the Hamiltonian function and the optimal 
performance index function as

( ) ( )
( ) (

)

2
ˆ ˆ, , ( ) ( ) ( , )

( ) [ ( ) ( )]

( )

T
e a a e

T
e d

d e

H e u V e ρf f γ V e r e u

V e f g x g x u

g x u

*Ñ = + Ñ +

+ Ñ + -

+

(11)

and

( ) ( )( )(
( )( ))

2

0

ˆ ˆ( ) min ( ) ( ) ( )

( ), ( )

e

T
a a

u

e

J e τ ρf τ f τ γ J e τ

r e τ u e τ dτ

¥
* *= + Ñ

+

ò (12)

and let ( )J e*  be the optimal performance index function, 
then
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( )0 min , , ( )
e

e
u

H e u J e*= Ñ    (13)

where 
( )

( )T J e
J e

e

*
* ¶

Ñ =
¶

, if the optimal solution ( )J e*

exists and is continuously differentiable, the PI based 
optimal control policy can be expressed as

11
( ) ( )

2
T

eu R g x J e* - *= - Ñ   (14)

Combining (10) with (13), we have

( ) ( )

( )
2

( ) [ ( ) ( )] ( )

ˆ ˆ ( )

T
e d d e

T T T
e e a a

J e f g x g x u g x u

e Qe u Ru ρf f γ J e*

Ñ + - +

= - - - - Ñ
(15)

Remark 1: In order to obtain the optimal control policy 
(14), we first need to solve the HJB (13), then substituting 
the solution ( )J e*Ñ  into (14) to obtain the optimal control 
policy. For linear systems, the performance index function 
function is a quadratic form of state and control input, 
the optimal solution can be obtained by solving a 
standard Riccati equation. While for nonlinear systems, 
the difficult HJB equation is solved instead of a Riccati 
equation. So we use neural network to approximate the 
optimal performance index function [25, 27-30, 42].

The design process of FTTC can be divided into 
following two steps:

1) By designing an adaptive fault observer, the estimated 
unknown actuator failure is employed to construct the 
improved performance index function, which reflects the 
actuator failure, regulation and control. Hereafter, the 
optimal feedback controller is derived by employing a 
critic neural network.

2) By combining the desired controller with the optimal 
feedback controller, an optimal FTTC scheme based on PI 
algorithm is designed.

3. Fault Tolerant Tracking Controller Design and 

Stability Analysis

3.1 Adaptive fault observer design

Assumption 3: The actuator fault estimation error 
ˆ

a a ae f f= -  is norm-bounded as 2ae ε£ , where 2ε  is a 
positive constant.

For the system with actuator failures (1), we can develop 
an adaptive fault observer as

1
ˆˆ ˆ ˆ ˆ( ) ( )( ) ( )ax f x g x u f α x x= + - + -& (16)

where x̂  is the observation of the system state x , 1α  is 
the positive definite observer gain matrix, ˆ

af  is the 

estimated actuator failure which can be updated by

2
ˆ ˆ( )T
a Ff α g x e= -
&      (17)

where 2α  is a positive definite matrix, and ˆFe x x= -  is 
the state observation error.

Combining (1) with (16), we have

1
ˆˆ( ) ( )( )F f g a a a Fe e e u f g x f f α e= + - - - -& (18)

where ˆ( ) ( )fe f x f x= -  and ˆ( ) ( )ge g x g x= -  are the 
observation errors of ( )f x  and ( )g x , respectively.

Assumption 4: Defining ( )f g aξ e e u f= + - , it is 
norm-bounded as 3ξ ε£ , where 3ε  is a positive constant.

Remark 2: In real applications, all signals should be 
bounded, and the functions of the controllable nonlinear 
systems are bounded, so it is reasonable to assume that the 
random unknown actuator failure af  and ξ  are bounded.

Theorem 1. For the system (1) with actuator failures 
with Assumptions 3 and 4, the fault observation error is 
guaranteed to be UUB by the developed fault observer (16) 
with the adaptive law (17).

Proof: Select the Lyapunov function candidate as

1
1 2

1 1
( )

2 2
T T
F F a aV t e e e α e-= +     (19)

Substituting (18) into the time derivative of (19), we 
have

( ) 1
1 1 2

ˆ ˆˆ( ) ( ) ( )( )T T
F f g a a a F a aV t e e e u f g x f f α e f α e-= + - - - - -

&&

   2 1
3 min 1 2

ˆˆ( ) ( )T T
F F a F a aε e e g x e λ α e f α e-£ - - -

&

( ) ( )1
min 1 3 2

ˆˆ( ) ( )T T
F F F a aλ α e ε e e g x f α e-= - - - +

&
(20)

where min ( )λ ×  denotes the minimum eigenvalue of the 
matrix, and substituting the adaptive law (17) into (20), it 
becomes

( )1 min 1 3( ) ( ) F FV t λ α e ε e£ - -& (21)

We can observe that 1( ) 0V t £&  when Fe  lies outside the

compact set 3
1

min 1

Ω :
( )

F F

ε
e e

λ α

ì ü
= £í ý
î þ

. Therefore, the

fault observation error is UUB. This completes the proof.

3.2 Online policy iteration algorithm

Motivated by [25], the PI algorithm consists of policy 
evaluation based on (10) and policy improvement based on 
(14). Specifically, its iteration procedure can be presented 
as Algorithm 1.
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Algorithm 1 Online policy iteration

Step 1: Let 0i = , begin with an initial admissible control 
policy ( )i

eu , and select a small positive constant δ .
Step 2: Let 0i > , based on the control policy ( )i

eu , solve 
( )iV  from 

( )
( ) ( )

2( 1) ( )

( 1) ( )

ˆ ˆ0 ( ) ( , )

( ) ( )

T i i
a a e

Ti i
e e

ρf f γ V e r e u

V e f g x u

+

+

= + Ñ +

+ Ñ +
,

with ( 1) 0iV + = .
Step 3: Update the control policy ( )i

eu  via

( 1) 1 ( 1)1
( ) ( )

2
i T i

eu R g x V e+ - += - Ñ .

Step 4: If 
( 1) ( )( ) ( )i iV e V e δ+ - £ , stop and obtain the 

approximate optimal control; else, let 1i i= +  and return 
to Step 2.

This algorithm will converge to the optimal performance 
index function and optimal control policy, i.e., ( ) ( )iV e ®

( )J e* and ( )i
e eu u*®  as i ®¥ [42].

3.3 NN approximation for critic neural network

As it is well known, neural networks are powerful for 
approximating nonlinear functions. Since the performance 
index function is usually highly nonlinear and nonanalytic, 
a critic neural network can be utilized to approximate the 
performance index function ( )V e . The ideal critic neural 
network is expressed as

( ) ( )T
c c cV e W σ e ε= +     (22)

where N
cW RÎ  is the ideal weight vector, N  is the 

number of neurons in the hidden-layer, ( )cσ e is the 
activation function, and cε  is the critic neural network 
approximation error. Thus, the partial gradient of ( )V e

respect to e is

( )( ) ( )
T

c c cV e σ e W εÑ = Ñ +Ñ (23)

where 
( )

( ) N nc
c

σ e
σ e R

e
´¶

Ñ = Î
¶

 and cεÑ  are the partial 

gradients of the activation function and the approximation 
error, respectively.

For the system (1) with actuator failures, (i.e., 0af ¹ ), 
combining (10) with (23), we have

( )( ) ( )( )ˆ ˆ0 ( ) ( )
TT TT

a a c c c c c cρf f γ σ e W ε σ e W ε= + Ñ +Ñ ´ Ñ +Ñ

( )( )( , ) ( )
TT

e c c cr e u σ e W ε e+ + Ñ +Ñ & (24)

Thus, the Hamiltonian function can be expressed as

( )

( )( )

( )( ) ( )

, ,

ˆ ˆ ( )

( ) ( , ) ( )

e c

T TT
a a c c c

T T
c c c e c c

T
c cH

H e u W

ρf f γ σ e W ε

σ e W ε r e u W σ e e

ε e e

= + Ñ +Ñ

´ Ñ +Ñ + + Ñ

= -Ñ =

&

&

(25)

where cHe  is the residual error due to the neural network 
approximation.

Since the ideal weight vector cW  is unknown, the critic 
neural network can be approximated by

ˆ ˆ( ) ( )T
c cV e W σ e= (26)

Then, the partial gradient of ˆ( )V e  can be expressed as

( )ˆ ˆ( ) ( )
T

c cV e σ e WÑ = Ñ (27)

Thus, the approximate Hamiltonian function can be 
obtained as

( ) ( ) ( )
( )

ˆ ˆˆ ˆ ˆ, , ( ) ( )

ˆ( , ) ( )

TT T T
e c a a c c c c

T
e c c c

H e u W ρf f γ W σ e W σ e

r e u W σ e e e

= + ´

+ + Ñ =&
(28)

Denoting ( )cσ e e= Ñ &J , and we assume M£J J , 

where 0M >J . We employ the objective function 

1

2
T

c c cE e e=  to be minimized by the gradient descent 

algorithm in order to tune the critic neural network weight 

vector ˆ
cW , which should be updated by

3
ˆ
c cW α e= -
&

J (29)

where 3 0α >  is the learning rate of the critic neural 
network.

Define the weight approximation error as

ˆ
c c cW W W= -% (30)

From (25), (28) and (30), one has

T
c cH ce e W= - % J (31)

The weight approximation error can be updated by

ˆ ( )T
c c c cH cW W α e W= - = -

&&% % J J (32)

Hence, according to (14) and (23), the ideal control 
policy can be described as
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( )( )11
( ) ( )

2

TT
e c c cu R g x σ e W ε-= - Ñ +Ñ (33)

And it can be approximated as

( )11 ˆˆ ( ) ( )
2

TT
e c cu R g x σ e W-= - Ñ (34)

Remark 3: From (34), we can observe that the control 
policy can be derived only depending on the critic neural 
network, and the training of the action neural network is no 
longer required.

Theorem 2. Consider the system (1) without actuator 
failures, the weights of the critic neural network are 
updated by (29), the weight approximation error is UUB.

Proof: Select the Lyapunov function candidate as

2
3

1

2
T

c cV W W
α

= % % (35)

Its time derivative is

2
3

2 22

1

( )

1 1

2 2

T
c c

T T
c cH c

T T T
c cH c cH c

V W W
α

W e W

W e W e W

=

= -

= - £ -

&& % %

% %

% % %

J J

J J J

(36)

Hence, we can observe that 2 0V £& when cW% lies outside 

the compact set 2Ω : cH
c c

M

e
W W
ì ü

= £í ý
î þ

% %
J

. Therefore, the 

weight approximation error is UUB. This completes the 
proof.

3.4 Stability analysis

Motivated by the aforementioned analysis, the FTT 
controller consists of the desired controller du  and the 
optimal feedback controller eu . So the control input is 
written as

ˆd eu u u= + (37)

where du  is obtained directly by (4).
Theorem 3. Assuming that the neural network based 

HJB solution of the optimal control problem exists, for the 
considered system (1) and the desired trajectory given by 
(3), the approximated FTTC policy (37) can guarantee the 
closed-loop system to be UUB with the improved 
performance index function (2).

Proof: Select the Lyapunov function candidate as

3

1
( )

2
TV e e J e*= + (38)

Its time derivative is

( )
[

( ) ( )
[ ]

3 ( )

[ ( ) ( )] ( )

( ) ( ) ( )

[ ( ) ( )] ( )

TT

T
e d d e

T T

a

e d d e

V e e J e e

e f g x g x u g x u

J e g x f J e

f g x g x u g x u

*

* *

= + Ñ

= + - +

- Ñ + Ñ

´ + - +

& & &
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According to (15), (39) becomes
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As ( )f x  is locally Lipchitz, there exists positive 

constant fL , s.t. e ff L e£ . Assuming ( ) gg x K£ , 

( )d gdg x K£ , then we have ( ) ( )dg x g x K- £ D , by 

Young's inequality, we can obtain
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(41)

By Assumptions 2 and 3, and assuming du η£ , where 
η  is a positive constant, one can obtain

( ) ( )

2
3 1 2

22 1ˆ ˆ ( )
2

l
e

T
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ε
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where ( )2
1 2 22l gε K ε ε ε= + , 1 min

3
( )

2
fψ λ Q L= - -  and 

2 2
2 min

1 1
( )

2 2
gdψ λ R K K= - - D . Hence, we can obtain that 

3 ( ) 0V t £& when e lies outside the compact set 3Ω =
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if the following conditions 

hold:
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(43)

Therefore, the trajectory tracking error of the closed-
loop system under FTTC scheme are UUB. This completes 
the proof.

Remark 4: In [43], an observer-based FTC scheme via 
PI algorithm was proposed for stabilization problems of 
nonlinear systems. By contrast, this paper extends ADP 
method to solve FTTC problems. By constructing a 
different performance index function, which reflects the 
failure, regulation and trajectory tracking control simul-
taneously, the critic neural network is established to solve 
the HJB equation to derive the approximated feedback 
control. And combining with the desired control, the FTTC 
is realized for reconfigurable manipulators suffer from 
actuator failures.

4. Simulation Study

Reconfigurable manipulator systems which are regarded 
as a kind of nonlinear systems are employed to verify the 
effectiveness of the proposed FTC scheme. The dynamic 
model of n-DOF reconfigurable manipulators with actuator 
failures in joint space coordination [40] is described as

( ) ( , ) ( ) aM q q C q q q G q u f+ + = -&& & & (44)

where nq RÎ  is the vector of joint positions, 
( ) n nM q R ´Î is the inertia matrix, ( , ) nC q q q RÎ& &  is the 

Coriolis and centripetal force, ( ) nG q RÎ  is the gravity 
term, and mu RÎ  is the applied joint torque, af  is the 
additive actuator failure.

Now, two 2-DOF reconfigurable manipulators with 
different configurations shown in Fig. 1 for simulation.

The dynamic model of Configuration a  is described as

2 2

2

0.36cos( ) 0.6066 0.18cos( ) 0.1233
( )

0.18cos( ) 0.1233 0.1233

q q
M q

q

+ +é ù
= ê ú+ë û

2 2 2 2

2 1 2 2 1

0.36sin( ) 0.18sin( )
( , )

0.18sin( )( ) 0.18sin( )

q q q q
C q q

q q q q q

- -é ù
= ê ú-ë û

&
&

& & &

1 2 1

1 2

5.88sin( ) 17.64sin( )
( )

5.88sin( )

q q q
G q

q q

- + -é ù
= ê ú- +ë û

Fig. 1. Configurations of 2-DOF reconfigurable manipulators

Let 1 2 3 4 1 2 1 2[ , , , ] [ , , , ]T Tx x x x x q q q q= = & & , by simple 

transformation, the system dynamic model can be 

expressed as (1) with 1( ) [0;0; ( )]Tf x x= f , ( ) [0,0;0,g x =

20; ( )]Txf  where [ ]1
1( ) ( ) ( , ) ( )x M q C q q q G q-= - -& &f  and 

1
2 ( ) ( )x M q-=f , 2

1 2[ , ]Tu u u R= Î  is the control input 

vector, the term 2
1 2[ , ]Ta a af f f R= Î  reflects an unknown 

additive actuator failure. We choose

[0;0], 0 30
( )

[5;0], 30 60a

t s
f t

s t s

£ £ì
= í

< £î
(45)

Define the desired trajectory as

1

2

0.4sin(0.3 ) 0.1cos(0.5 )

0.6sin(0.2 ) 0.3cos(0.6 )
d

d

x t t

x t t

= -

= +
(46)

Let the initial state be [1;1; 0; 0]x = , the initial 

observed state be [2;2;0;0]x = . We employ a critic 

neural network to approximate the performance index 

function, and its weight vector is denoted as ˆ
cW =

1 2 10
ˆ ˆ ˆ, , ,

T

c c cW W Wé ù
ë ûK , whose initial value is 0

ˆ
cW =

[ ]20,30,40,20,30,40,50,40,50,55
T

, the activation function 

of the critic neural network is chosen as cσ =

2 2 2 2
1 1 2 1 3 1 4 2 2 3 2 4 3 3 4 4, , , , , , , , ,

T
e e e e e e e e e e e e e e e eé ù
ë û

. The initial 

value of the actuator failure is chosen as 0 [0;0]af = . 

Some related control parameters are listed in Table 1.

Table 1. Parameter list

Variable Value

Q 5´ I4

R 0.1´ I2

1α 20´ I4

2α 50´ I2

3α 0.001

ρ 2
γ 1
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Fig. 2. The estimation of the actuator failure

Fig. 3. Tracking curves for Configuration a

Fig. 4. Tracking error curves for Configuration a

The simulation results are shown in Figs. 2-5. The 
estimated value of actuator failure ˆ

af  is shown as Fig. 2, 
we can observe that after the failure occurs at 30t s= , 
owing to lack of the knowledge about the fault function, 
and then, the estimated failure and the actual failure are 
almost overlap less than one second. Fig. 3 and Fig. 4
illustrate the trajectory tracking curves and the tracking 
error curves by the proposed FTTC scheme, and we can 
observe that the actual trajectories follow the desired ones 
successfully even after the fault occurs.

By using the proposed scheme, we can see from Fig. 5, 
the weights of the critic neural network converge to
[25.9151, 34.0755, 21.7413, 1.1632, 32.1819, 24.5659,

]T33.7582, 45.7669, 49.1382, 46.1396 . Hence, the proposed 
FTTC scheme is effective to control reconfigurable 
manipulator systems with actuator failures.

To further test the effectiveness of the proposed scheme 
based on FTTC, the same scheme is applied to the 
Configuration b, whose dynamics are described as

2
2 2

2

0.1166cos ( ) 0.17 0.06cos( )
( )

0.06cos( ) 0.1233

q q
M q

q
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= ê ú
ë û

2 2 2 2
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= ê ú-ë û
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2
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G q

q
é ù

= ê ú-ë û

The additive actuator failure af  is injected into joint 2, 
here we choose it as

[0;0], 0 30
( )

[0;3sin(0.2 ) cos ], 30 60a

t s
f t

t t s t s

£ £ì
= í

+ < £î
   (47)

1

2

0.2cos(0.5 ) 0.2sin(0.4 )

0.3cos(0.6 ) 0.4sin(0.6 )
d

d

x t t

x t t

= +

= -
(48)

Let 20.01R I= ´ , and other control parameters are 
selected as same as those of Configuration a.

Fig. 5. The weights of the critic neural network for 
Configuration a
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desired trajectory as

Fig. 7. Tracking curves for configuration b

The simulation results are shown as Figs. 6-9, and we 
employ the similar critic neural network to approximate 
the performance index function, and its initial weight 
vector is chosen as same as Configuration a. By using the
proposed algorithm, the weights of the critic neural network
converge to [29.7209, 36.8018, 8.5313, -11.8093, 32.6469,
12.9903, ]22.3803, 47.7018, 45.7275, 36.9493

T
These two 

parts are not in same level. From these figures, we can 
conclude the similar results as Configuration a. 
Therefore, we can declare that the proposed FTTC scheme
can be effectively applied to different configurations of 
reconfigurable manipulators.

Remark 5: Many efforts have been made for FTC 

methods, such as adaptive dynamic programming [44], 
hybrid intelligent approach [45] and internal model based 
approach [46]. Specially, [40] proposed an unknown 
input state observer based fault identification scheme. 
And a compensation term was employed to realize FTC 
of reconfigurable manipulators. Different from them, the 
PI algorithm based FTTC in this paper does not only 
emphasize a satisfactory FTC performance, but also 
guarantee the closed-loop system in an optimal manner. 
Thus, it is a significant improvement for FTTC of 
reconfigurable manipulators.

5. Conclusion

This paper develops a novel FTTC scheme for a class 
of nonlinear systems with actuator failures based on ADP 
with an improved performance index function. With the 
help of the estimated failure from the adaptive fault 
observer, a novel performance index function is 
constructed to account for system failures, thus the FTTC 
problem can be transformed into an optimal control 
problem. Then the PI algorithm is used to solve the 

 T
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g
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Fig. 8. Tracking error curves for Configuration b

Fig. 9. The weights of the critic neural network for 
Configuration b
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optimal control problem. A critic neural network is 
established to solve the improved HJB equation online, and 
the approximated optimal feedback controller can be 
derived directly. It is proven that the closed-loop system is 
UUB based on the Lyapunov stability theorem. Thus, the 
FTTC is obtained by combining the optimal feedback 
controller and the desired controller of fault free system. 
Finally, simulation results verify the effectiveness of the 
proposed FTTC scheme. It is shown that the proposed 
controller is capable of controlling the reconfigurable 
manipulators which are regarded as highly nonlinear 
dynamic systems successfully.
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