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a b s t r a c t 

Deep convolutional neural networks have made great progress in recent handwritten character recogni- 

tion (HCR) by learning discriminative features from large amounts of labeled data. However, the large 

variance of handwriting styles across writers is still a big challenge to the robust HCR. To alleviate this 

issue, an intuitional idea is to extract writer-independent semantic features from handwritten characters, 

while standard printed characters are writer-independent stencils for handwritten characters. They could 

be used as prior knowledge to guide models to exploit writer-independent semantic features for HCR. In 

this paper, we propose a novel adversarial feature learning (AFL) model to incorporate the prior knowl- 

edge of printed data and writer-independent semantic features to improve the performance of HCR on 

limited training data. Different from available handcrafted features methods, the proposed AFL model ex- 

ploits writer-independent semantic features automatically, and standard printed data as prior knowledge 

is learnt objectively. Systematic experiments on MNIST and CASIA–HWDB show that the proposed model 

is competitive with the state-of-the-art methods on the offline HCR task. 

© 2018 Elsevier B.V. All rights reserved. 
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1. Introduction 

1 Handwritten character recognition (HCR) has been widely ap-

plied in mail sorting [29] , historical documents recognition [24] ,

handwritten notes transcription and bank check reading. In addi-

tion, it is also an important component of handwritten text recog-

nition [25] . To this end, decades of effort s have been devoted to

HCR, but robust HCR is still a challenging task due to the huge

variance of handwriting styles. In particular, the recognition task is

more difficult when the handwritten characters are offline, while

we focus on the offline HCR in this paper. 

HCR is a typical classification task, while deep convolutional

neural network (DCNN) is one of the most exciting classification

models and makes great progress in many fields. At present, DCNN

has been widely applied to HCR and achieved significant perfor-

mance improvements [5,7,8,31,32,35] . However, its success heavily

relies on a large amount of labeled data which is high-cost. More-

over, DCNN-based HCR system suffers from the shift between the

training and test distributions [33] when the variance of handwrit-
∗ Corresponding author: 

E-mail address: lwj@nlpr.ia.ac.cn (W. Liu). 
1 Shuai Nie makes equal contribution to this work with Yaping Zhang. 
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ng styles is large. In the previous works, there are mainly three

ethods proposed to alleviate this issue, which are summarized

s follows: 1) using data augmentation techniques [5,7] to generate

ore data with different handwriting styles, such as affine trans-

ormation [19] and distorted generation [14] ; 2) adopting writer-

daptation to match the feature distributions from the source

omain to the target domain [30,32,33] ; 3) designing writer-

ndependent features manually to reduce within-class variation of

haracter shape [32,35] , such as normalization-cooperated gradi-

nt features [16] . These methods are well-designed on the basis

f domain-specific knowledge to compensate for shape variation

aused by various handwriting styles. However, generating more

istorted data is insufficient to cover all the variations of hand-

ritten characters, while writer adaptation methods need to match

pecific writers, and handcrafted writer-independent feature is so

ubjective that some pretty important information in characters

ay be lost. Besides, they don’t explicitly model the final recog-

ition objective, and they cannot take advantage of extra informa-

ion. 

As known to all, standard printed characters are writer-

ndependent and present more semantic contents of characters.

hile handwritten characters contain various handwriting styles

nformation of writers, as shown in Fig. 1 , which tremendously

https://doi.org/10.1016/j.patrec.2018.02.006
http://www.ScienceDirect.com
http://www.elsevier.com/locate/patrec
http://crossmark.crossref.org/dialog/?doi=10.1016/j.patrec.2018.02.006&domain=pdf
mailto:lwj@nlpr.ia.ac.cn
https://doi.org/10.1016/j.patrec.2018.02.006
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Fig. 1. All different handwritten characters could be representable in standard 

printed characters which are writer-independent. 
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nterferes with the recognition of handwritten characters. Many

xperiments show that the printed characters can be more eas-

ly recognized without the interference of handwriting styles of

riters [1] . In fact, standard printed characters are usually used as

tencils to instruct us to recognize new characters, especially when

he pupils learn to read from a textbook. Therefore, it is possible to

mprove the performance of HCR by exploiting writer-independent

emantic features, while standard printed characters could be used

s prior knowledge to guide models to exploit these features. 

Generative adversarial network (GAN) is a well-known adver-

arial learning model [10] . It is composed of a generator and a dis-

riminator. The discriminator can guide the generator to adjust a

omplex data distribution to another specific distribution by adver-

arial learning. When GAN is performed on a handwritten charac-

er set, such as MNIST dataset [13] , it’s interesting to observe that

he generator could transfer noise vectors to realistic character im-

ges [6,26] . What’s more, [28] used GAN to transfer images from

treet view house number (SVHN) dataset to the domain of MNIST

ataset via GAN. Therefore, as shown in Fig. 2 (a), it could be ex-

ected that the handwritten characters with various handwriting

tyles could be transferred into standard printed characters by ad-

ersarial learning. 

Inspired by GAN, we propose a novel adversarial feature learn-

ng (AFL) model to exploit writer-independent semantic features

or HCR. As shown in Fig. 2 (b), AFL is a variant of GAN and com-

osed of a feature extractor, a discriminator and a classifier, which

oncentrates the strengths of discriminative model and generative

odel for HCR. The feature extractor is used to extract encoding

eatures of handwritten and printed characters. The discriminator

udges whether the extracted features come from handwritten or

tandard printed characters. With the prior knowledge provided

y standard printed characters, it can guide the feature extractor

o exploit writer-independent semantic features from handwrit-

en characters automatically. Finally, the extracted features are fed

nto the classifier to recognize the handwritten characters. The fea-

ure extractor, the discriminator and the classifier are jointly opti-

ized by adversarial training. In the process of adversarial train-

ng, the prior knowledge from standard printed characters and

riter-independent semantic features are incorporated, and hence

e could get better performance of HCR. 

We summarize our contributions as follows: 1) we introduce

he writer-independent standard printed data as prior knowledge,

hich is learnt by AFL objectively, rather than use handcrafted

riter-independent features which need a great amount of do-

ain knowledge; 2) the proposed model could exploit writer-

ndependent semantic features automatically, which in turn alle-

iates the large variance of handwriting styles for HCR; 3) the

roposed AFL model could make better classification, which con-

entrates the strengths of discriminative model and generative

odel; 4) we achieve superior performance than the state-of-the-
rt model results on offline ICDAR-2013 handwritten Chinese char-

cter recognition competition dataset. 

The remaining parts of this paper are organized as follows.

ection 2 firstly reviews the related works. Then, we describe the

roposed AFL method in Section 3 . Experimental results and its

etailed analysis are presented in Section 4 . Finally, we draw con-

luding remarks in Section 5 . 

. Related work 

GAN [10] is to learn a generative model synthesizing images

imilar to real images through a two-player game between a gen-

rator and discriminator (in Fig. 2 (a)). The key idea of GAN is an

dversarial loss that forces the generator could find the mapping

etween noise vectors and real images. Despite many promising

evelopments [2,11] , more recent works focus on image synthesis,

uch as image generation [4,22] and representation learning [23] .

here are a few trials to use GAN to make classification. [27] and

21] generalized GAN to learn a discriminative classifier, which

s trained to not only classify images but also identify real and

ake images. However, it’s incompatible that a single discrimina-

or network plays two competing roles of identifying fake sam-

les and predicting labels, which results in hard achieving equi-

ibrium between discriminator and generator, and in turn prevents

he model from predicting labels accurately. Recently, [15] pro-

osed triple-GAN to make two competing roles in discriminator

eparated to introduce three components for both classification

nd class-conditional generation. But the structure of triple-GAN is

omplex for classification. In the proposed AFL model, we concen-

rate on extracting writer-independent features for classification

irectly. The domain adversarial training proposed by [9] is closest

o our AFL model, while it promotes invariant with respect to the

hift between two domains for unsupervised domain adaptation.

ur task is quite different from theirs. We introduce the standard

rinted data to guide the model to extract writer-independent se-

antic features for character recognition directly. 

. Adversarial feature learning 

The proposed AFL model tries to improve the performance of

CR by learning writer-independent semantic features of a hand-

ritten characters, where we provide standard printed characters

s prior knowledge. This is different from the conventional feature

earning of DCNN, where the primary goal is to extract discrimina-

ive feature matching training set. AFL is composed of three neural

etwork components: a feature extractor ( F ) that characterizes the

eatures of handwritten and standard printed characters, a classi-

er ( C ) that could make correct classification for the extracted fea-

ures, and a discriminator ( D ) that acts as a teacher could guide

 to learn prior knowledge. F, C , and D are jointly optimized by

he adversarial training algorithm. The desired equilibrium is that F

ill concentrate on writer-independent features and can keep dis-

riminative with the constraints of D and C . 

.1. Formulation 

Let’s denote a handwritten character image as x h . The corre-

ponding feature vector is denoted as F ( x h , θ f ) that is extracted by

he feature extractor F . The extracted feature F ( x h , θ f ) is input into

he classifier C to compute its classification probability: 

 (y c = y h | x h ; θ f , θc )) = 

e −C(y c = y h | F (x h ,θ f ) ;θc )) ∑ L 
j=0 e 

−C(y c = j| F (x h ,θ f ) ;θc ) 

(1) 

here y h ∈ Y h , Y h = { 1 , 2 , . . . , L } is a finite label set, L is the num-

er of character classes, y c denotes the predicted label, θ f and θ c 
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Fig. 2. (a) The structure of GAN: the discriminator is to identify whether a sample is real data or synthetic data generated by the generator. (b) The structure of AFL: 

the shared feature extractor is to extract writer-independent features from standard printed characters and handwritten characters, respectively; the discriminator is to 

distinguish that the extracted feature is from a standard printed character or not; and the classifier is to make correct classification of the extracted feature of handwritten 

characters, and equations c = 1 , ... , c = L denote the character category. (best view in color). 
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denote the parameters of F and C , respectively. The combination of

F and C as a whole can be regarded as a character recognizer. C is

optimized by minimizing the category loss L c ( x h ; θ f , θ c ) expressed

as: 

L c (x h ; θ f , θc ) = −E x h ∈ X h [ log(P (y c = y h | x h ; θ f , θc ))] (2)

where X h denotes a handwritten character set containing charac-

ters with different handwriting styles. 

The joint optimization of F and C is equal to the optimization of

DCNN, while DCNN is a discriminative model which achieves high

performance only when the training set and test set are identi-

cally distributed. However, the huge variance of handwriting styles

across different writers causes the shift between the distributions

of handwritten character training set and test set. To alleviate this

issue, the proposed AFL model introduces standard printed char-

acters to guide F to discover the writer-independent semantic fea-

tures by adversarial learning. Standard printed characters can be

regarded as prior knowledge. This is exploited by a discriminator. 

The discriminator D is used to judge whether the extracted fea-

ture vector by F comes from handwritten or standard printed char-

acters. We denote the feature label as y d . The feature vector of a

standard printed character corresponds to y d = 1 , while the feature

vector of a handwritten character corresponds to y d = 0 . The prob-

ability of y d = 1 and y d = 0 are expressed as equation (3) and (4) ,

respectively: 

P (y d = 1 | x ; θ f , θd ) = 

1 

1 + e −D [ F (x,θ f ) ,θd ] 
(3)

P (y d = 0 | x ; θ f , θd ) = 1 − P (y d = 1 | x ; θ f , θd ) (4)

where x denotes the input from handwritten characters or stan-

dard printed characters, and θd denotes the parameters of D. D is

optimized by minimizing the discriminator loss L d ( x h , x p ; θ f , θd )

as: 

L d (x h , x p ; θ f , θd ) = −E x h ∈ X h [ log(P (y d = 0 | x h ; θ f , θd ))] 

−E x p ∈ X p [ log(P (y d = 1 | x p ; θ f , θd ))] 
(5)
here X p is a standard printed character set, and x p is a sample

rom X p . 

F in the proposed AFL model is learnt to discover writer-

ndependent semantic features that can fool D . The writer-

ndependent semantic features could be seen as underlying fea-

ures which standard characters and handwritten characters share

n common, D can’t distinguish them. Namely, the more writer-

ndependent features F extracts, the larger discriminator loss L d ( x h ,

 p ; θ f , θd ) is. Therefore, F could be optimized by minimizing the

dversarial feature loss L f ( x h , x p ; θ f , θd , θ c ) expressed as: 

 f (x h , x p ; θ f , θd , θc ) = L c (x h ; θ f , θc ) − αL d (x h , x p ; θ f , θd ) (6)

here α is a hyper-parameter to control the tradeoff between the

ategory loss L c and the discriminator loss L d . When α = 0 , the

odel is equivalent to a traditional deep neural network model.

urthermore, when the value of α is too large, the feature extrac-

or may only focus on writer-independent but not discriminative

eatures. 

.2. Optimization 

AFL model is trained iteratively for robust handwritten charac-

er recognition. D is optimized to distinguish the features of stan-

ard printed characters X p from the features of handwritten char-

cters X h , F is optimized to extract writer-independent and dis-

riminative features of X h that can fool D , and C is optimized by a

ne-tuning strategy to make correct classification of the extracted

eatures. With D being more powerful in distinguishing whether

eatures are writer-independent or not and C being more precise in

lassifying features, F strives for extracting better features to com-

ete with D and C . Finally, D, F and C improve each other in the

rogress of adversarial training. 

In other words, D is optimized by minimizing the discriminator

oss function L d , while the writer-independent features extracted

y F , which are similar with the features extracted from printed

ata, will result in maximizing the discriminators loss L . In other
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Table 1 

The configuration of generating standard printed characters. 

Constitution Variations Description 

LiSu, FangSong, 

STKaiti, NSimSun, 

Font 10 KaiTi, SimSun, SimHei, 

Microsoft YaHei, 

YouYuan, STXinwei 

Size 5 12, 15, 18, 21, 24 

Boldness 3 Font weight: 200, 400, 700 
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ords, F, C and D play the minimax game with loss function: 

in 

θ f ,θc 

max 
θd 

L f (θ f , θd , θc ) = L c (x h ; θ f , θc ) − αL d (x h , x p ; θ f , θd ) (7)

uppose the optimal parameters are ˆ θ f , 
ˆ θc , ˆ θd , then we have 

ˆ 
f , 

ˆ θc = argmin L f (θ f , 
ˆ θd , θc ) (8) 

ˆ 
d = argmax L f ( ̂  θ f , θd , 

ˆ θc ) (9) 

The opposite optimization goals for the parameters θ f in F and

he parameters θd in D make difficulties for developing D, F and C

n one updating procedure. Therefore, we limit the update to the

espective specific component in AFL method. D, F , and C are alter-

atively trained following the adversarial learning framework. As

hown in Algorithm 1 , we connect F and C to pretrain a primary

lgorithm 1 The adversarial feature learning algorithm. 

Input: Dataset (x h , y h ) ∈ (X h , Y h ) , x p ∈ X p , randomly initialized a

feature extractor F , a classifier C, a discriminator D parameter-

ized by θ f , θc , θd 

Output: the optimized F , C and D parameterized by ˆ θ f , 
ˆ θc , ˆ θd 

1: // Pretrain a whole character classifier 

2: for number of pretraining epochs do 

3: for number of Mini-batches do 

4: (θ f , θc ) ← (θ f , θc ) − μ( 
∂L c (x h ;θ f ,θc ) 

∂θ f 
, 

∂L c (x h ;θ f ,θc ) 

∂θc 
) 

5: end for 

6: end for 

7: // the adversarial training 

8: repeat 

9: for number of training epochs do 

10: for number of Mini-batches do 

11: // for discriminator 

12: θd ← θd − μ
∂L d (x h ,x p ;θ f ,θd ) 

∂θd 

13: // for feature extractor 

14: θ f ← θ f − μ( 
∂L c (x h ;θ f ,θc ) 

∂θ f 
− α

∂L d (x h ,x p ;θ f ,θd ) 

∂θ f 
) 

15: // for classifier 

16: θc ← θc − μ
∂L c (x h ;θ f ,θc ) 

∂θc 

17: end for 

18: end for 

19: until convergence 

0: ˆ θ f = θ f , 
ˆ θc = θc , ˆ θd = θd 

21: return 

ˆ θ f , ̂
 θc , ̂  θd 

haracter recognizer. Then we alternatively train the parameters of

, F and C to fine-tune the model. D, F and C are implemented

ith neural networks in the proposed AFL model, and the param-

ters are updated by gradient descent: 

• For discriminator: 

θd ← θd − μ
∂L d (x h , x p ; θ f , θd ) 

∂θd 

(10) 

• For feature extractor: 

θ f ← θ f − μ

(
∂L c (x h ; θ f , θc ) 

∂θ f 

− α
∂L d (x h , x p ; θ f , θd ) 

∂θ f 

)
(11) 

• For classifier: 

θc ← θc − μ
∂L c (x h ; θ f , θc ) 

∂θc 
(12) 

here, μ is the learning rate we used for training model. 
. Experiment 

.1. Datasets 

We have conducted preliminary experiments on the widely

dopted MNIST [13] . MNIST consists of 60,0 0 0 training samples

nd 10,0 0 0 test samples of handwritten digits of size 28 × 28,

hich have 10 different classes from 0 to 9. To further evalu-

te the effectiveness of the proposed AFL algorithm for HCR, we

resent our method on the challenging ICDAR-2013 offline hand-

ritten Chinese character recognition competition dataset [31] ,

hich is a large scale classification task with great diversity in

andwriting styles. It consists of 224,419 Chinese character sam-

les produced by 60 different writers, and the number of charac-

er classes is 3755 (in level-1 set of GB2312-80). For training set,

e use the offline handwritten Chinese characters datasets CASIA–

WDB1.0 and CASIA–HWDB1.1 collected by CASIA [17] , which are

otally 2,678,424 samples of 3755 character classes considered in

he ICDAR-2013 competition dataset. 

Standard printed characters which are introduced as prior

nowledge are generated from Microsoft Windows fonts [3] . As

hown in Table 1 , the grayscale character images that correspond

o MNIST and CASIA-HWDB are both generated with variations

ommonly seen in printed character images, including 10 fonts, 5

izes, and 3 degrees of boldness. Given these variations, each stan-

ard printed character is associated with 150 different representa-

ions. 

.2. Setup 

We briefly summarize our experimental settings in this sce-

ario. F is composed of one input layer, one flatten output layer,

nd several convolutional blocks. Each convolutional block con-

ists of a convolutional layer with 3 × 3 filers, followed by batch

ormalization [12] layer and leaky rectified linear unit (Leaky

elu) [18] activation function. C is a multilayer perceptron (MLP)

nly with one hidden fully connected layer. We use rectified linear

nit (Relu) [20] as the activation of the hidden layer, and a softmax

unction as the activation of the output layer. And we also only use

 fully connected hidden layer to construct D with one input layer

nd one output layer. The detail configurations of the proposed AFL

odel for MNIST and CASIA-HWDB are shown in Tables 2 and 3 ,

espectively. All the weights in AFL components are first initialized

ith normalized initialization (Glorot and Bengio, 2010). Then, all

f our networks are optimized with Adam where the learning rate

s initially set to 2e-4 and the first order of momentum is 0.5. 

.3. Comparison of different hyper-parameter α

This scenario aims to evaluate how the hyper-parameter α in

quation (6) affects the performance of HCR. α controls the trade-

ff between the writer-independent and discriminative feature. On

he one hand, when α is tiny, the category loss plays a main role

n model and the discriminator loss rarely works, which may re-

ult in the feature extractor only focus on discriminative feature.
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Table 2 

MNIST. 

Feature extractor F 

Input: 28 × 28 Gray image 

3 × 3 conv, 32, BN, LeakyReLU 

3 × 3 conv, 32, 2 × 2 subsample, BN, LeakyReLU 

3 × 3 conv, 64, BN, LeakyReLU 

3 × 3 conv, 64, 2 × 2 subsample, BN, LeakyReLU 

3 × 3 conv, 128, BN, LeakyReLU 

3 × 3 conv, 128, 2 × 2 subsample, BN, LeakyReLU 

Classifier C Discriminator D 

Input: feature vector Input: feature vector 

MLP 256 units, ReLU MLP 128 units, ReLU 

10-class softmax MLP 1 unit, sigmoid 

Table 3 

CASIA–HWDB. 

Feature extractor F 

Input: 64 × 64 Gray image 

3 × 3 conv, 96, BN, LeakyReLU 

3 × 3 conv, 96, 2 × 2 subsample, BN, LeakyReLU 

3 × 3 conv, 128, BN, LeakyReLU 

3 × 3 conv, 128, 2 × 2 subsample, BN, LeakyReLU 

3 × 3 conv, 160, BN, LeakyReLU 

3 × 3 conv, 160, 2 × 2 subsample, BN, LeakyReLU 

3 × 3 conv, 256, BN, LeakyReLU 

3 × 3 conv, 256, 2 × 2 subsample, BN, LeakyReLU 

3 × 3 conv, 256, BN, LeakyReLU 

Classifier C Discriminator D 

Input: feature vector Input: feature vector 

MLP 512 units, ReLU MLP 512 units, ReLU 

0.5 dropout 0.5 dropout 

3755-class softmax MLP 1 unit, sigmoid 

Fig. 3. Comparison of different hyper-parameter α. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 4. The learning curve of AFL. ‘trn’ and ‘tst’ denote the results are on the train- 

ing and test set, respectively. Note that the AFL model is trained by a fine-tune 

strategy on a pretrain character classifier which consists of F and C . (best view in 

color). 

Fig. 5. The comparison between the accuracy of training set and test set. ‘trn’ and 

‘tst’ denote the results are on the training and test set, respectively. ‘size = 0.1’, 

‘size = 0.2’, ‘size = 0.3’ and ‘size = 0.4’ denote the ratio of samples randomly selected 

from MNIST training set. (best view in color). 
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On the other hand, when α is huge, the model concentrates on

the writer-independent feature which may be lack of distinctive-

ness with weak constraint of category loss. Thus, an appropriate α
is very important for the feature extractor to extract better feature

to get better performance of HCR. For simplicity, we only conduct

the experiments on MNIST. We use 60 0 0 handwritten digit sam-

ples randomly selected from MNIST training set to train model, and

evaluate the performance of HCR on MNIST test set. Specifically,

we explore the different α from {0, 0.05, 0.1, 0.15, 0.20, 0.25, 0.30,

0.35} while keeping the other hyper-parameters fixed in the exper-

iments. As shown in Fig. 3 , the test error rate decreases with the

increase of α. However, when α reaches a specific value, the error

rate will increase. Especially, when α > 0.25, the improvement of

the performance of HCR will disappear. This suggests that α should

be carefully selected for AFL to balance the writer-independent and

discriminative feature. In this paper, we choose α from {0.1, 0.15,

0.2} for the following experiments. 

4.4. Analysis on the adversarial feature learning 

In this section, we preliminarily analyze how the AFL affects

the performance of HCR. Fig. 4 shows the learning curve of AFL.

The pretty dramatic decline of the adversarial feature loss L f pred-
cates that we get better features which are writer-independent

nd discriminative. Therefore, we can get better performance, even

hough the category loss L c in training set keeps almost unchange-

ble. As shown in Fig. 5 , when the accuracy of HCR in training set

pproaches to saturation, the accuracy in the test set can still get

onstant improvement. 

Fig. 6 presents the comparison between AFL and non-AFL train-

ng method with different training data size. In the experiment, we

se different size of data randomly sampling from MNIST training

et while keeping the other hyper-parameters fixed. It’s exciting

hat AFL could get significant improvement when available train-

ng data is small. Although, a sufficiently large training data could

pproximately describe the distribution of data, we observe that

FL can still get better performance of HCR. These phenomena im-

ly that the variance between different handwriting styles could

e alleviated by extracting writer-independent semantic features,

nd hence could improve the performance of HCR. 

.5. Handwritten Chinese character recognition 

In this section, we study the effects of AFL method for hand-

ritten Chinese character recognition(HCCR). First, we train a

CNN character classifier without adversarial learning as the base-
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Table 4 

Comparison of different methods for ICDAR-2013 offline HCCR competition. 

Method Accuracy Memory Handcrafted feature Data augmentation 

CNN-single [5] 96.58% 190.0 MB No Yes 

Ensemble-CNN-voting [5] 96.79% 950.0 MB No Yes 

HoG-CNN [35] 96.25% — Yes No 

Gradient-CNN [35] 96.28% — Yes No 

Gabor-CNN [35] 96.35% 27.77 MB Yes No 

Ensemble-CNN-4 [35] 96.64% 110.9 MB Yes No 

Ensemble-CNN-10 [35] 96.74% 270.0 MB Yes No 

DCNN-Similarity ranking [7] 97.07% 36.20 MB No Yes 

Ensemble-DCNN-Similarity ranking [7] 97.64% 144.8 MB No Yes 

DirectMap-CNN [32] 96.95% 23.50 MB Yes No 

DirectMap-CNN-Adaptation [32] 97.37% 23.50 MB Yes No 

DCNN case1 96.64% 18 . 20 MB No No 

DCNN case2 96.60% 18 . 20 MB No No 

AFL(ours) 98.29% 18.20 MB No No 

Fig. 6. Comparison of non-AFL and AFL classifier on MNIST. Here, error reduction 

means the difference between two classifiers’ test error. (best view in color). 
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ine. The architecture of DCNN model is the same as the architec-

ure of character recognizer in AFL, which is composed of F and

 . To study the effects of standard printed characters, we train the

CNN model in two different cases with the same training pro-

edure. In DCNN case1, we only use CASIA–HWDB1.0-1.1 dataset

ithout any data augmentation, and the character recognition ac-

uracy rate is 96.64%. While we supply printed samples for the

odel in DCNN case2, we get the recognition accuracy of 96.60%,

nd we fail to get obvious improvement on the performance of

CCR. However, when we use the AFL method, we could achieve

he best recognition accuracy of 98.29%, and outperforms the base-

ine result with a relative 49.11% error rate reduction. We could

ake an inference that the improved performance owes to robust

riter-independent feature being learnt, rather than more printed

amples. 

Furthermore, we compare the proposed AFL model with dif-

erent DCNN methods on HCCR. Table 4 presents the results of

ifferent methods on ICDAR-2013 offline competition database. It

an be seen that the proposed AFL method achieves the state-of-

he-art recognition accuracy of 98.29%, and outperforms the pre-

ious best result with a relative 27.54% error rate reduction [7] .

oreover, [7] used data augmentation techniques to generate more

amples, while we only use the available printed data. Besides, it’s
orth noting that the proposed model doesn’t use any handcrafted

eature, but we achieve better performance than the methods that

se well-designed manual features [32,35] . This mainly owes to

FL being able to automatically exploit writer-independent seman-

ic features with the guidance of standard printed characters. We

lso observe that our model outperforms the writer-adaptation

odel that uses domain-specific knowledge [32] . It is more excit-

ng that our model uses the least model parameters and achieves

he best performance. Even compared with the ensemble mod-

ls [5,7,35] which usually need to train several sub-models, the

roposed model can still have a distinct advantage. This is very

mportant for the practical HCR system which requires high real-

ime. 

. Conclusion 

In this paper, we improve the performance of HCR by exploiting

riter-independent semantic features with the prior knowledge of

tandard printed character, which is implemented by the proposed

FL model. Compared with the DCNN methods for HCR, the pro-

osed AFL model could get significant performance improvement,

specially when the available training data is inadequate. Specifi-

ally, we achieve the state-of-the-art result on offline handwritten

hinese character recognition. 

We mention that our AFL model based on CNN could extend

o online handwritten character recognition, where we need to

ransform the online handwriting trajectories into image-like rep-

esentations. The RNN based approach, which is proposed by [34] ,

irectly deals with the sequential structure for online handwrit-

en character recognition. We agree its on the list of things worth

tudying. When AFL is combined with RNN, the network structures

hould be redesigned carefully, and we will exploring it with AFL

n future work. 

Moreover, our AFL model is easily to extend with a few changes

o alleviate other robust recognition problem, such as speech

ecognition with accents and robust face recognition with differ-

nt poses. 
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