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Abstract. A flexible novel method of registering virtual objects in monocular
AR system is presented in this paper. Monocular AR systems use SLAM-related
techniques to obtain the camera pose, of which the translation component is on a
random scale. We add a scale calibration process to acquire the scale factor from
the SLAM map to the real world and provide a closed-form solution of the trans‐
formation between two coordinate systems with different scales. We also describe
the framework of an AR system based on our method with implementation. The
proposed system can easily initialize virtual objects’ position, orientation and size
by using a known reference in the real scene and the reference is no longer needed
in the later process. Our method is flexible, simple to set up and easy to control.
The results show the proposed method can apply to real-time interactive AR
applications.
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1 Introduction

Augmented Reality (AR) is a technology of overlaying virtual objects on real scenes
which can interactive with the environment in real-time. It has huge application potential
in the fields of medicine, military, education and entertainment [1–5]. AR registration
consists of two aspects: tracking the observer’s pose relative to the environment and
correctly locating the virtual objects on the real scene.

Tracking is an essential process of AR and has been the most popular research topic
of AR in recent years [6]. SLAM (Simultaneous Localization and Mapping) is an attrac‐
tive option of tracking since it can provide accurate pose estimation in an unknown
environment without any marker. Commercial AR solutions including Magic Leap [7]
and ArKit [8] have applied SLAM-related techniques in their devices. One of the most
convenient sensors for SLAM is a single camera due to its low cost, minimal size and
wide deployment in personal terminals. Therefore, researchers have also been interested
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in monocular visual SLAM-based AR [9–12]. Several monocular visual SLAM solu‐
tions have been suggested to use in AR including MonoSLAM [13], PTAM [10], ORB-
SLAM [14], RKSLAM [11].

In marker-less monocular SLAM-based AR, a common way to locate virtual objects
in the environment is to detect planar surfaces from point clouds recovered by SLAM
and register virtual objects to random or manually-selected positions on these surfaces
[12, 15, 16]. It makes it inconvenient to register virtual objects accurately.

Besides, such methods have to face the scale ambiguity problem which is inherent
for monocular visual SLAM. Since the estimated map by monocular SLAM usually has
an unknown scale, it cannot provide sufficient information for registration. For example,
when supposed to place an avatar of actual human size, the monocular AR system may
display a mini-size avatar. In that case, manual fine-tuning is needed to obtain the exact
desired result. To solve the ambiguity, it has been popular to fuse visual camera with
extra sensors including IMU or depth sensors [17–20], but these solutions undermine
the largest advantages of monocular configuration in equipment size and power cost. As
for vision-only solutions, additional prerequisites were introduced to calibrate the scale,
including non-holonomic constraints [21], a planar road assumption for indoor or on-
road scenes [22, 23]. A closed-form solution using a 2D-3D correspondence was given
in [24]. [25] proposed a metric monocular SLAM by initializing the system’s scale with
a known chessboard pattern.

The main contributions of our work are summarized as follows. First, we propose a
registration method with a scale calibration process for monocular AR by combining
SLAM-based tracking with marker-based object localization. The scale calibration
consists of a theoretical solution and a random sample optimization. Second, we present
a monocular AR system based on the proposed registration method. It can flexibly
overlay a virtual object in real scenes with easy control of its actual position, orientation
and size. Our method is also applied to an interactive AR application to demonstrate its
validness and effectiveness.

The paper is organized as follows. Section 2 describes the registration method.
Section 3 describes a monocular AR system with the proposed registration process
embedded in it. Section 4 provides the experimental results and the conclusion is given
in Sect. 5.

2 Method of Scale Calibration and Registration

Visual monocular SLAM has two basic process: tracking and mapping. The tracking
process computes the trajectory of the camera through unipolar geometry model,
however, losing the depth information of the image points [26]. For example, if scaling
up the scene and the motion of the camera at the same time, the observation of the camera
will not change. Therefore, the depth of real-scene points is estimated up to a scale factor
in mapping process.

We compute camera pose again by solving a PnP problem based on Iterative algo‐
rithm [27]. The 3D coordinates of four coplanar points in the real scene are needed so
that we can obtain a camera translation with the same scale as the scale of the real world.

484 Z. Wu et al.



The translation information is used to calibrate the scale factor of SLAM coordinate
system.

2.1 Relationship Between Coordinate Systems with Different Scales

The coordinate system built by SLAM is denoted by Cs. The coordinate system of the
coplanar points is denoted by Cp. Suppose that the camera moves from position 1 to
position 2. Figure 1 illustrates the relationship between the coordinate systems
mentioned above. By Iterative algorithm, we can solve the two camera poses relative to
Cp and the camera coordinate systems in position 1 and position 2 are denoted by C1 and
C2 respectively. An arbitrary 3D point in coordinate system Cp is denoted by
Xp =

(
xp, yp, zp

)
, and in coordinate system C1 it is denoted as X1 =

(
x1, y1, z1

)
, in coor‐

dinate system C2 it is denoted as X2 =
(
x2, y2, z2

)
. The projective coordinates of Xp is

denoted by Xp =
(
xp, yp, zp, 1

)
 and similarly, the projective coordinates of X1 by

X1 =
(
x1, y1, z1, 1

)
, the projective coordinates of X2 by X2 =

(
x2, y2, z2, 1

)
. The relation‐

ship between Xp and X1 is expressed as
[
R1|T1

]
Xp = X1. (1)

where 
[
R1|T1

]
 is the rotation and translation from Cp to C1.

Fig. 1. An explanation of the relationships between the coordinate systems.

The inverse matrix of the camera poses computed by the SLAM system in position
1 and 2 are denoted by 

[
R2|T2

]
 and 

[
R3|T3

]
 respectively. Let λ denote the scale factor

between Cs and the real world coordinate system Cp. The ‘real’ translation from Cs to C1
and C2 are λT2 and λT3 respectively. So we have

[
R2|λT2

]
Xs = X1, (2)

[
R3|λT3

]
Xs = X2 (3)
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where X2 is the projective coordinates of the 3D point in C2.
From (1) and (2), we have

Xs =
[
R2|λT2

]−1[R1|T1
]
Xp =

[
R−1

2 | − λT2
][

R1|T1
]
Xp

=
[
R−1

2 R1| − λT2 + T1
]
Xp.

Combining with (3), we have

X2 =
[
R3|λT3

][
R−1

2 R1| − λT2 + T1
]
Xp

=
[
R3R−1

2 R1|λT3 − λT2 + T1
]
Xp.

(4)

2.2 Registering a Virtual Point in an Augmented Image

In formula (4), the scale factor λ is the only unknown parameter. Supposing we have
measured the value of λ by some means, X2 can be computed using formula (4). Knowing
X2, the pixel coordinates (u, v) of point Xp are obtained by applying the camera pinhole
model:

z2

⎡
⎢
⎢
⎣

u
v

1

⎤
⎥
⎥
⎦
= KX2 =

⎡
⎢
⎢
⎣

fx 0 cx 0
0 fy cy 0
0 0 1 0

⎤
⎥
⎥
⎦

⎡
⎢
⎢
⎢
⎣

x2
y2
z2
1

⎤
⎥
⎥
⎥
⎦

, (5)

where K is the augmented camera intrinsic matrix.
Consequently, formula (4) and (5) can determine the pose of a virtual object in the

SLAM coordinate system by its pose in the world coordinate system.

2.3 Solving the Scale Factor with Optimization

We are now solving the scale factor λ by computing the camera’s translation in the
coordinate system Cp and Cs. When the camera moves from one position to another, we
can obtain two camera poses in Cp with translation vector T and T′. The corresponding
poses in Cs have translation vector t and t′, respectively. The scale factor λ makes the
following formula true:

T − T′ = λ
(
t − t′

)
. (6)

The above formulas provide a theoretical method to register a virtual object in the
image by assigning a real position for it. However, physical instruments and SLAM
system always have errors and deviations. We can refine the result by statistical means.
First, to reduce errors caused by small distance, we sample the captured images
according the camera translation from last sampled image. Specifically, we ensure that
the real distance between two adjacent samples is on a certain range of (0.05 m, 0.2 m)
so that we obtain a sequence of translations in Cp, denoted by {Tn}, and a sequence of
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translations in Cs, denoted by 
{

T′

n

}
. We compute other two sequences{

Sn:Sn = Tn+1 − Tn
}
 and 

{
S′

n:S′

n = T′

n+1 − T′

n

}
. The scale factor’s sequence is expressed

as 

{

λn =
Sn

S′

n

}

.

Supposing 
{
λn
}
 has errors following a normal distribution, then 

{
λn
}
 also follows a

distribution denoted as N
(
μ, σ2

)
, where λ is an unknown constant. Take the average

value μn of 
(
λi
)n

i=1 as the nth estimator of μ and the standard deviation σn of 
(
λi
)n

i=1 as the
nth estimator of σ. λi(i ∈ N, i ≤ n) is seen as an outlier when it is out of the range of
(μn − σn, μn + σn). We seek to find a normal distribution so that it is a stable distribution
with small deviation and also its confidence interval contains most of the sequence data.
Therefore, a sampling algorithm inspired by RANSAC [28] is performed as illustrated
in Algorithm 1. When the existing data cannot provide a satisfying result, take more
samples as input to approximate the accurate result.

3 AR System Based on the Proposed Method

In this section, we describe a monocular AR system with the proposed registration
process. As shown in Fig. 2, it consists of four processes: monocular SLAM tracking,
scale calibration, virtual object registration and rendering. We use the proposed method
in the section above for scale calibration process and registration process.

SLAM Tracking. As mentioned in Sect. 2, monocular visual SLAM computes camera
pose in a different scale from the scale of real world. In the AR system, we use ORB-
SLAM system, which defines its ‘unit length’ by the distance between the first two
keyframes [14]. We solve the problem by adding a scale calibration process.

Scale Calibration. In scale calibration, the system detects an ArUco marker in the real
scene and extracts its four corner points as the four coplanar points [29]. The world
coordinate system is defined as shown in Fig. 2c: the red, green and blue axes are the x
axis, y axis, and z axis respectively; the origin is the left-top corner point of the marker;
the coordinates of other 3 corner points is determined by its real distance relative to the
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origin. With the four 2D-3D point correspondences, we use Iterative algorithm in [27]
to compute an optimal camera pose relative to the marker.

At the same time, the system records the camera translation computed by SLAM
module. The local average scale factor is computed based on formula (6) and the post
process described in Sect. 2.2. If SLAM module has built the scene map with a closed loop
optimization, i.e. has optimized the scale-drift problem, the scale calibration process only
need to be carried out once. Otherwise, everytime a new virtual object is added to the scene,
the scale calibration process should be performed. That is because the SLAM module has
local optimization which makes the scale in a local map be consistent.

Virtual Object Registration. After the scale factor is determined, the ArUco marker
is used to assign a real-scene position and orientation as where the virtual object should
be. The concrete steps are the following:

(a) place the marker to the desired position,
(b) extracts its four corner points from the captured frame,

Fig. 2. The overview of our AR system with an image illustration for each process. The points
in the image are map points. (Color figure online)

488 Z. Wu et al.



(c) solve the marker pose relative to the camera,
(d) compute the marker pose in SLAM coordinate system using formula (4).

This process ensures any virtual object has the same size in the rendering scene as
it is in the marker’s coordinate system, which means we can easily control the size of
it. Once the marker pose is saved, the marker can move out of position. We can register
one or more virtual objects by moving one marker to those appointed positions. More‐
over, it is feasible to register the location of a moving marker in real-time.

Rendering. We use OpenGL to render virtual imagery over the real-scene image. The
MODELVIEW matrix, which describes the relationship between the virtual object to
be rendered and the camera, is the projective matrix of the marker pose saved in the
registration process. The PROJECTION matrix is computed using the intrinsic param‐
eters of the camera.

4 Experiments

First, we verify the validity of the proposed method by comparing the rendering results
of the proposed AR system with and without scale calibration process. Then, we evaluate
the registration accuracy of the proposed method by the reprojection errors. Finally, we
apply the system to an AR application which can have real-time interaction with the real
world. Experiments are run in an Intel i5-347, 3.2 GHz quad-core desktop with 24 GB
of RAM and graphics card of NVIDIA GeForce GTX 670, under Windows 10 operating
system. The camera frame input is at 30 Hz with resolution of 640 * 480 pixels. The
SLAM module in the proposed system is implemented based on the open source code
of ORB-SLAM.

4.1 Performance Analysis

Marker-based AR registration method is used as a baseline in our experiments. Marker-
based AR usually detects a marker first, then computes the camera pose relative to the
marker and finally renders a virtual object over the marker for every frame. We use both
methods to render a surrounding rectangle of the marker in the augmented scene as
shown in Fig. 3. The ground truth data, i.e. coordinates of the four corner points, are
produced by directly detecting the four corner points with manual fine-tuning.

The registration error of one point is defined as the normalized distance between the
real point’s pixel-coordinates and the computed pixel-coordinates of the registered point.
Suppose the pixel coordinate of one of the detected marker’s corner is denoted by
P =

(
upi, vpi

)
, i = 1, 2, 3, 4 and the pixel coordinate of the origin computed by our system

is denoted by Q =
(
uqi, vqi

)
, i = 1, 2, 3, 4. The registration error for one frame is defined as

error =
∑4

i=1
sqrt

((upi − uqi

w

)2

+

(vpi − vqi

h

)2
)

∕4,

where w, h are the pixel width and height of the input image.
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Figure 4 shows a comparison of the registration errors of both methods when the
marker can be observed. Our method performs better when the camera is moving away
from the marker and rotating. In addition, our method still works when the marker
disappears or is under occlusion. Figure 5 illustrates this effectiveness by registering a
surrounding rectangle of the partly occluded marker, in which the keyboard is taken as
the background texture for SLAM mapping. The marker is used to suggest the correct
position. Under this condition, the marker-based method cannot detect the marker for
registration process. Consequently, we make it more flexible to register a virtual moving
character, i.e. once registered, even if the camera cannot observe the marker, the char‐
acter can have a correct relationship with the environment when moving. See Sect. 4.2
for details.

Fig. 4. The relative registration errors of 461 frames in the test. When taking the first 237 frames,
the camera is close to its initial position and the marker-based method has a better accuracy. When
the camera is moving away from the marker and rotating after 237th frame, our method does better
in registration accuracy.

Fig. 3. Sample pictures of registering a surrounding rectangle of the marker in the augmented
scene. The pink filled rectangle is registered using our method. The green rectangle is registered
by marker-based method. (Color figure online)

490 Z. Wu et al.



Fig. 5. The left-top image shows the initial position of the marker. The others show registering
a surrounding rectangle of a partly occluded marker by our method, in which the marker-based
method fails.

The runtime performance has also been tested. The average runtime of scale cali‐
bration is 1032.9 ms. Since the scale calibration process is performed only once, its
runtime has little negative effect on the real-time rendering of virtual objects. It costs
21.22 ms to compute one virtual object’s pose in average for current frame and the
maximum computing time is 32 ms, which can satisfy the requirements of real-time (30
fps) applications.

4.2 Interactive Application

Figure 6 shows a simple AR application based on our system. The application can place
a virtual character on a selected position in the real scene and control the character’s
walking directions in real-time using a marker. The character’s motion control is based
on the PFNN framework by [30]. When the application is running, it will load or build
the scene map first. When camera is moving, the application seeks the marker in the

Fig. 6. Real-time interactive AR application using our registration method. The character walks
towards the left-top corner point of the marker.
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scene and automatically calibrate the scale factor. After that, stop the camera’s moving
for 2 s and the virtual character appears over the marker. Then the character starts to
chase after the marker if user move the marker to another position.

5 Conclusion and Future Work

This paper has proposed a registration method for monocular SLAM-based AR system,
which can conveniently register virtual objects in the augmented scene. We use a planar
marker to calibrate the scale of the SLAM map and to control the position, orientation and
size of the registered object. Different from marker-based AR which needs to capture
markers for every frame, the proposed system only uses a marker for calibration and initial
localization and no marker is needed for later location process. Therefore, it is more adap‐
tive to dynamic augmented scenes. The proposed method is flexible, simple to set up and
easy to control. Experimental results demonstrate that the proposed method provides real-
time accurate registration results and can apply to interactive AR applications. Future work
will consider using fingers or gestures to register and control virtual objects as a more
convenient way of interaction based on the pipeline of the proposed method.
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