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Abstract—Re-ranking algorithms can often boost the per-
formance of close-set person re-identification. However, limited
efforts have been devoted to answering whether a similar con-
clusion could be derived on open-set person re-identification.
Considering that open-set scenario is more practical in real
applications, in this paper, we try to answer this question and
do a benchmark study of re-ranking on open-set person re-
identification. Specifically, we evaluate three feature descriptors,
namely MB-LBP, LOMO, and IDE, and four distance met-
rics, namely Euclidean, Cosine, RRDA, and XQDA, with their
combinations as baseline algorithms. Then, we evaluate four
popular re-ranking algorithms, including k-reciprocal Encoding,
ECN-3, ECN-4, and DaF. Through extensive benchmark studies
on the OPeRIDv1.0 dataset, the results show that re-ranking
algorithms, though useful for closed-set person re-identification,
are not generally effective for the open-set person re-identification
problem. We argue that this is because re-ranking algorithms
change the score distributions per query, and hence disrupt the
FAR estimation across all queries. Accordingly, we propose to
align the re-ranking scores to the original score via the min-max
normalization, which verifies our hypothesis above.

Index Terms—re-ranking, open-set, Min-Max normalization,
person re-identification

I. INTRODUCTION

Person re-identification has been extensively studied in var-
ious research and has made great progress [3], [15], [19], [25],
[36]. Generally, researchers focus on two fundamental prob-
lems, feature representation and metric learning. The feature
designing methods mainly focus on developing discriminative
person representation which is robust to the cross view ap-
pearance variations. The representative descriptors include the
Local Binary Pattern(LBP) [21], Ensemble of Local Feature
(ELF) [22], Multi-scale Block based Local Binary Patterns
(MB-LBP) [14], Gabor features [32], color names [33], Local
Maximal Occurrence (LOMO) [15], multi-level descriptors
[37], other visual appearance or contextual cues [34] and ID-
discriminative Embedding (IDE) [19], etc. The metric learning
methods aim to find a mapping function from the feature
space to another distance space where feature vectors from
the same person are more similar than those from different
ones. The popular metric learning methods include the relative
distance comparison (RDC) [1], the Locally Adaptive Decision
Function (LADF) [23], the transfer local relative distance
comparison (t-LRDC) [35], Large Margin Nearest Neighbor
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(LMNN) [24], Information Theoretic Metric Learning (ITML)
[26], Cross-view Quadratic Discriminant Analysis (XQDA)
[15], etc.

Person re-identification is usually regarded as a retrieval
process, and re-ranking is a critical step to improve its accu-
racy. In general, the re-ranking technique is used as a post-
processing step based on an initially obtained rank list. The
re-ranking procedure refines the initial ranking list by taking
account of the spatial information or other relevant relations
between all the instances. The purpose of re-ranking is to
make the most similar images occupy the top positions of the
re-ranking list for the query image. A variety of re-ranking
algorithms have been developed for object retrieval, such as
the Sparse Contextual Activation (SCA) [12], k-reciprocal
Encoding [9], Expanded Cross Neighborhood (ECN) [11],
DaF [20], etc.

The above-mentioned methods have only been validated
on the closed-set person re-identification problem. Limited
effort has been devoted to answer whether similar effectiveness
could be derived on the open-set person re-identification
scenario. Unlike the closed-set person re-identification task
which is based on an underlying assumption that the identity
of the probe is presented in the gallery, the open-set person
re-identification problem refers to that whether the gallery
contains the target is unknown. This problem is not popular
currently, but it is more frequently encountered in real appli-
cations.

Accordingly, in this paper, we benchmark the performance
of several existing re-ranking algorithms on the open-set
person re-identification task and analyze the results. Specif-
ically, we evaluate three feature descriptors, namely MB-
LBP [14], LOMO [15], and IDE [19], and four distance
metrics, namely Euclidean distance, Cosine, RRDA [14], and
XQDA [15], with their combinations as baseline algorithms.
Furthermore, we evaluate four popular re-ranking methods,
including the k-reciprocal Encoding [9], ECN-3 [11], ECN-
4 [11] and DaF [20]. Through extensive benchmark studies
on the OPeRIDv1.0 [15] database, the results show that re-
ranking algorithms, though useful for closed-set person re-
identification, are not generally effective for the open-set
person re-identification. We argue that this is because re-
ranking algorithms change the score distributions per query,
and hence disrupt the FAR estimation across all queries.
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Accordingly, we propose to align the re-ranking scores to the
original score via the min-max normalization. When Min-Max
normalization is combined with re-ranking algorithms, it is
able to solve the side effect of re-ranking on open-set person
re-identification and slightly boost the final results compared
to the original matcher, which verifies our hypothesis above..

II. RELATED WORK

Re-ranking methods have been extensively studied in the
literature for image retrieval, and have also been applied for
person re-identification in recent years. In particular, SCA
[12] was proposed to encode its local distribution of an
image into a single vector. Chum et al. [2] proposed the
average query expansion (AQE) method, which is performed
by averaging the vectors in the top-k returned results to
obtain a new query vector. In [13], Co-transduction [27] is
applied, which adopts a semi-supervised framework based on
co-training [29] to combine complementary features for image
and shape retrieval. Co-indexing [31] jointly embeds local
invariant features and semantic attributes. Arandjelovi et al.
[13] developed the Discriminative Query Expansion (DQE)
method, where a linear SVM is trained to obtain a weight
vector. The k-nearest neighbors have been utilized to explore
the pairwise similarities between top-ranked images in the
initial rank list [2], [6]–[8]. Currently the researches of [5],
[30] have adopted the concept of the k-reciprocal nearest
neighbors. Herve Jegou et al. [30] introduced a contextual
dissimilarity measure (CDM) method, which ran iteratively by
regularizing the average distance of each point to its neigh-
borhood. More recently, the k-reciprocal nearest neighbors are
considered as highly relevant candidates used for re-ranking.
In [5], Qin et al. used k-reciprocal nearest neighbors to identify
an initial set of highly relevant images. Zhun Zhong [9]
proposed a k-reciprocal feature for re-ranking. Rui Yu et al.
[20] proposed a feature ”Divided and Fuse” (DaF) method to
optimize the rank list. In [11], the concept of expanded cross
neighborhood(ECN) distance was proposed. However, these
re-ranking algorithms have only been applied on the closed-set
person re-identification task, and therefore its effectiveness to
the open-set person re-identification problem is still unknown.

III. BASELINE METHODS

A. Feature Representations

An effective feature representation is critical for person re-
identification. For feature representation, three different types
of features are adopted to validate the effectiveness of Re-
Ranking methods on open-set person re-identification. MB-
LBP introduced in [14] consists of both HSV color features
and the Multi-scale Block based Local Binary Patterns (MB-
LBP) texture features. In addition, the Local Maximal Occur-
rence (LOMO) [15] feature is also adopted, which is robust
to view changes and illumination variations. The third feature
is the ID-discriminative Embedding (IDE) feature proposed in
[19]. The IDE feature extractor is trained with the CaffeNet
[18], and the ResNet-50 [19] network is adopted for classifi-
cation training. The IDE model based on ResNet-50 is often

used as a feature extractor. It generates a 2,048-dimentional
feature vector for each image, which is effective for large-scale
person re-identification. These three descriptors are applied for
feature representations to construct our baselines.

B. Metric Learning

In person re-identification, the high-dimensional visual fea-
tures typically do not capture the invariant factors under
sample variances, so another aspect of person re-identification
is how to learn a robust distance or similarity function to match
various person images. Besides the direct Cosine similarity
metric or Euclidean distance, the Cross-view Quadratic Dis-
criminant Analysis (XQDA) algorithm [15] is applied, which
learns a discriminant low dimensional subspace by cross-
view quadratic discriminant analysis as well as a distance
function in the learned subspace. Through open-set person re-
identification experiments, we found that the learned kernel
matrix M of XQDA easily leads to overfitting. This is proba-
bly because a single regularization factor used in the original
XQDA is not sufficient to regularize the learning of both the
projection matrix W and the metric kernel M . Therefore, we
introduce an additional regularization parameter to the

∑
E

after the subspace learning to derive a better kernel matrix
M . Furthermore, we use M = (1 − α)M + αI as the final
metric kernel, where I is the identity matrix and α = 0.995.

In addition, the Ridge Regression based Discriminated
Analysis (RRDA) algorithm proposed in [14] is applied, which
is able to learn a discriminant subspace via ridge regression
of class labels. The Principle Component Analysis (PCA)
[10] approach is first applied to reduce the dimensions of
each feature descriptor to 100. Then RRDA is used to learn
a discriminant subspace, and the Cosine similarity metric
or Euclidean distance function is adopted for measuring the
similarity between two pedestrian images.

IV. RE-RANKING

To validate the performance of existing popular re-ranking
algorithms for open-set person re-identification, four typical
re-ranking algorithms are applied, which are introduced in this
section.

1) K-reciprocal Encoding : The k-reciprocal nearest neigh-
bors [9] encodes each image into a single vector as the k-
reciprocal feature for re-ranking. Specifically, the k-nearest
neighbors of a probe p is defined as

N(p, k) =
{
g01 , g

0
2 , ..., g

0
k

}
, (1)

where |N(p, k)| = k, and |.| denotes the number of elements
in the set. The k-reciprocal nearest neighbors R(p, k)can be
defined as

R(p, k) = {gi|(gi ∈ N(p, k)) ∧ (p ∈ N(gi, k))} (2)
The k

2 -reciprocal nearest neighbors of each candidate in
R (p, k) are added into a more robust set R∗ (p, k). Fig. 1
shows an example of the expansion process. By this operation,
more positive samples similar to the candidates in R (p, k) are
added into R∗ (p, k).
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Fig. 1. Example of the k-reciprocal neighbors expansion process [9]. Initially,
the hard positive G is missed in R (Q, 20). However, G is included in
R (C, 10) since it is similar to C. Thus it is finally included in the expanded
set R∗ (Q, 20) .

Fig. 2. Illustration of feature division for re-ranking [20]. The feature of
a probe is divided into four sub-features. For the global feature, three true
matches (P1, P2, P3) are included in the top-10 ranks. Thanks to the diversity
among sub-features, more true matches (P4, P5) are included in the top-ranks.

2) Divide and Fuse : The Divide and Fuse (DaF) [20] algo-
rithm is a direct multiplicative application of the k-reciprocal
encoding, which optimizes the ranking list by utilizing both the
diversity within a single feature and the contextual relations
among different features. Specifically, the feature extracted
from a given image is divided into L parts as sub-features.
Then the contextual information of each sub-feature is encoded
and fused into one vector for re-ranking. Fig. 2 illustrates the
feature division for re-ranking.

3) Expanded Cross Neighborhood: The concept of the
Expanded Cross Neighborhood (ECN) distance is introduced
in [11], which aggregates the distances of close neighbors of
the probe and the gallery image by using the already computed
euclidean distances between the images or by using simple
direct rank list based comparison. The expanded neighbors of
the probe p is defined as the multiset N (p,M) such that:

N (p,M)← {N (p, t) , N (t, q)} , (3)

where N (p, t) are the top t immediate neighbors of probe
p and N (t, q) contains the top q neighbors of each of the
element in the set N (p, t), that is

N (p, t) = {goi | i = 1, 2, ..., t} , (4)

N (t, q) = {N (goi , q) , ..., N (got , q)} . (5)

A similar expanded neighbors multiset N (gi,M) can be
obtained for each of the gallery image gi in terms of its
immediate neighbors and the neighbors’ neighbors. Finally the
ECN distance of an image pair (p, gi) is defined as

ECN (p, gi) =
1

2M

M∑
j=1

d (pNj , gi) + d (giNj , p) , (6)

where pNj is the jth neighbor in the probe expanded neighbor
set N (p,M) and giNj is the jth neighbor in the ith gallery
image expanded neighbor set N (gi,M), and the term d(·, ·) is
the distance between a pair of samples. In this way, the ECN
distance aggregates the distances of the expanded neighbors of
each of the image in pair with the other. Furthermore, the list
similarity is measured in terms of the positions of the top K
neighbors of two lists. For a rank list with N gallery images,
let posi (n) denotes the position of image n in the ordered
rank list Li. Considering only the first K neighbors in the list,
the Rank-list similarity R is given by

R (Li ,Lj ) =

N∑
n=1

[K + 1− posi (n)]+× [K + 1− posj (n)]+
(7)

where [.]+ = max (., 0). The rank list similarity can be
computed from the initially obtained rank list by a simple
element-wise multiplication. In our paper, for the convenience
of description, we denote the ECN re-ranking using the direct
Euclidean distance in Eq. (6) as ECN-3, and using the simple
rank-list comparison using Eq. (7) as ECN-4.

V. EXPERIMENTS

In this section, In order to validate whether re-ranking
algorithms are generally effective on open-set person re-
identification, we evaluate the four re-ranking algorithms
on the Open-set Person Re-IDentification (OPeRID) v1.0
database [14]. In addition to using the MB-LBP [14] and the
LOMO [15] features, we also use the IDE features based on
the ResNet-50 network [19]. The direct Euclidean distance,
Cosine similarity, RRDA [14], and XQDA [15] are applied as
distance metrics. Then the feature representation methods and
distance metrics are combined to form various baselines.

A. Dataset Description

OPeRID v1.0 [15] is a challenging open-set person re-
identification database. It consists of 7,413 images from 200
identities, captured by 6 cameras. All images are scaled to
128×48 pixels. For each trial, the corresponding experimental
protocol is to randomly select half of the persons under
each camera of the training session to form training persons.
Then, if a person in a camera is selected, all images of that
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Fig. 3. ROC curves at rank 1. Performances are measured in µ− σ of 10 trials.

person within the camera are used for training. For the test
session data, also half of the persons under each camera
are randomly selected. Different from the training data, if a
person in a camera is selected, the same person in all other
cameras is also selected for test. Specifically, the randomly
sampled test data is divided into the gallery set G under a
certain camera, the genuine probe set PG, which contains
the same persons as in G under the other five cameras, and
the impostor probe set PN , which contains different persons
from G who appear in the other five cameras. The test set
partition is repeated for six times, where each time a gallery
set is constructed with one of the six cameras in tune, and
the performance is averaged. For each trial, the learned model
of the corresponding trial is applied to the randomly selected
test data, and the score of each between-camera sample pair
is calculated for performance evaluation. This procedure is
repeated 10 times to calculate the mean and standard deviation
of the performance measures.

B. Performance Measures

In [14], the open-set re-identification was divided into two
sub-tasks, detection and identification. The detection sub-task
decides whether a probe identity is present in the gallery, and
the identification sub-task assigns an identity to the accepted
probe. Consequently, two different evaluation metrics, the
detection and identification rate (DIR) and the false accept
rate (FAR) are measured, based on which a receiver operating
characteristic (ROC) curve can be drawn. Note that, as indi-
cated in [14], the performance at 100 % FAR corresponds to
the standard closed-set re-identification.

C. Results and Analysis

Firstly, taking IDE+XQDA as the baseline algorithm, the
ROC curves at rank 1 are shown in Fig. 3. From the figures
we can see that the DaF and ECN-4 seems not effective for
open-set person re-identification, compared to the baseline

IDE+XQDA. For the ECN-3 and the k-reciprocal re-ranking
algorithms, they perform better than the baseline with the
increasing FARs, but they are not as good as the baseline
with low FARs. Recall that FAR=100% corresponding to the
closed-set person re-identification, and lower FARs correspond
to stricter open-set person re-identification. It means that re-
ranking algorithms are not generally effective, especially for
stricter open-set person re-identification conditions.

We also calculated the performances at fixed FARs, and
the Cumulated Matching Characteristics (CMC) curves of
IDE+XQDA under FAR = 1% and Far = 10% are shown
in Fig. 4 . From CMC curves under FAR = 1%, we can
see that most of the re-ranking algorithms are not as good as
the baseline, which also indicates that most of the re-ranking
algorithms help very little when FAR is strict in the open-set
setting. Fortunately, ECN-3 outperforms the other re-ranking
algorithms as well as the baseline under the strict open-set
condition. Interestingly, under FAR = 10%, the k-reciprocal
algorithm becomes the best one among the evaluated re-
ranking methods, showing its capability under loser open-set
conditions.

Furthermore, we summarize some experimental results un-
der several operating points following the procedure described
in the benchmark protocol. To be clear, we calculated the
Detection and Identification rates (%) at rank 1 of each
baseline with four re-ranking methods under FAR = 1%,
FAR = 10%, FAR = 100%. The results are shown from
Table 1 to Table 3 accordingly.

From Table 1 it can be observed that a lower FAR (1%) is
still accompanied by lower re-identification DIR values, which
do not exceed 11% even after the re-ranking operation. In
overall, the performances of most of the re-ranking algorithms
are not generally as good as their respective baselines. So we
can draw a conclusion that the stricter the FAR(eg. 1%) is, the
less effective re-ranking algorithms are. The results also show
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Fig. 4. CMC curves at FAR=1 % (a) and FAR=10 % (b). Performances are measured in µ− σ of 10 trials.

TABLE I
DETECTION AND IDENTIFICATION RATES(%) AT RANK 1 AND FAR=1%, WHERE BOLD FONTS MARK THE MOST EFFECTIVE METHOD IN EACH ROW, THE
RED FONTS INDICATE BEST RESULTS IN EACH COLUMN, AND THE LAST ROW AVERAGES VALUES IN EACH COLUMN. PERFORMANCES ARE MEASURED IN

µ− σ OF 10 TRIALS.

Feature Method Baseline DaF ECN-3 ECN-4 k-reciprocal
CosDist 1.43 1.28 1.00 0.16 1.47

EuclidDist 1.48 1.90 1.00 0.04 1.41
MB-LBP RRDA 3.33 1.86 3.02 0.62 2.31

XQDA 2.20 2.89 2.14 0.36 1.44
CosDist 1.95 3.65 0.56 0.28 3.19

EuclidDist 1.95 3.55 0.38 0.28 3.20
LOMO RRDA 4.92 2.73 4.51 1.79 3.20

XQDA 3.27 4.15 2.41 0.88 4.92
CosDist 10.01 3.06 10.65 2.48 10.30

EuclidDist 5.59 2.75 5.56 3.10 6.45
IDE RRDA 8.01 6.32 7.72 4.17 8.09

XQDA 10.44 2.92 10.94 2.81 8.34
Average 4.55 3.09 4.16 1.41 4.53

that XQDA+ECN-3 is the best method for the strict open-
set person re-identification since it distinctly outperforms its
baseline and other method combinations.

As for FAR=10%, results in Table 2 show that in this loser
FAR condition, for a number of times re-ranking algorithms
are generally effective except ECN-4. On average, it seems
that in this case the most effective method is RRDA+ECN-3,
which suggests that ECN-3 performs more effectively.

The results at Rank=1, FAR=100% are shown in Table 3,
corresponding to the closed-set person re-identification. In this
case, both the ECN-3 and k-reciprocal are generally effective.
It shows that the RRDA+ECN-3 effectively improves the rank-
1 DIR of MB-LBP, LOMO and IDE features in the closed-set
re-identification condition.

In summary, the results show that the more strict the
parameter FAR is in the open-set setting, the less effectively
the re-ranking algorithms perform, and ECN-3 seems to be
the best choice over many situations. However, re-ranking in
open-set person re-identification still requires much effort to
improve.

VI. DISCUSSIONS

We evaluate the performance of four popular re-ranking
algorithms on open-set person re-identification and conclude
that re-ranking algorithms generally have not yet perform well
on real-world open-set re-identification.

The re-ranking algorithms change the ranking order of
images in each ranking list and try to make genuine samples
in the gallery rank top on the list. Therefore, it is well-
performed on close-set person re-identification. However, most
re-ranking algorithms do not work well on open-set probe set
which contains two parts: genuine probes and impostor probes.
The close-set person re-identification only cares about the
order in the rank list, but the open-set person re-identification
depends on both the order and the individual similarity scores
in the rank list. By default, re-ranking algorithms suppose
that each probe has true matches in the gallery, and re-order
the true matches regardless of their actual scores. However,
this operation changes the score distributions per query, and
hence disrupt the FAR estimation across all queries. This may
probably be a reason why most re-ranking algorithms do not
work well on the open-set person re-identification problem.
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TABLE II
DETECTION AND IDENTIFICATION RATES(%) AT RANK 1 AND FAR=10%. FOR DETAILS PLEASE REFER TO THE CAPTION OF TABLE 1.

Feature Method Baseline DaF ECN-3 ECN-4 k-reciprocal
CosDist 7.92 9.49 8.06 5.18 7.31

EuclidDist 7.66 9.75 8.06 5.32 7.34
MB-LBP RRDA 13.45 10.01 14.68 8.71 12.98

XQDA 9.73 12.97 10.21 7.14 7.66
CosDist 11.59 12.76 11.82 5.38 13.81

EuclidDist 11.59 12.18 11.82 5.38 13.81
LOMO RRDA 19.04 12.73 19.94 12.05 16.41

XQDA 16.06 18.56 16.50 6.97 16.92
CosDist 21.58 17.73 23.06 14.77 21.98

EuclidDist 19.09 20.38 21.35 15.40 19.95
IDE RRDA 24.17 20.22 25.54 20.01 22.66

XQDA 21.87 19.29 22.79 15.82 25.58
Average 15.31 14.67 16.15 10.18 15.53

TABLE III
DETECTION AND IDENTIFICATION RATES(%) AT RANK 1 AND FAR=100%. PERFORMANCES ARE MEASURED IN µ− σ OF 10 TRIALS. FOR DETAILS

PLEASE REFER TO THE CAPTION OF TABLE 1.

Feature Method Baseline DaF ECN-3 ECN-4 k-reciprocal
CosDist 27.01 25.67 26.73 13.59 27.01

EuclidDist 27.16 25.76 26.73 13.34 27.16
MB-LBP RRDA 33.96 28.13 36.05 17.85 33.93

XQDA 33.58 29.39 34.30 14.35 26.65
CosDist 34.26 31.98 34.13 9.13 34.28

EuclidDist 34.26 30.52 34.14 9.13 34.28
LOMO RRDA 41.50 31.41 44.84 21.99 39.05

XQDA 41.17 41.49 42.63 11.77 41.21
CosDist 50.11 49.36 50.74 23.94 50.21

EuclidDist 48.34 46.61 49.13 25.58 48.18
IDE RRDA 51.14 40.89 52.38 31.85 49.72

XQDA 51.80 38.42 52.81 23.34 52.26
Average 39.52 34.97 40.38 17.99 38.66

In order to verify the above explanation, we conduct experi-
ment of score distribution alignment through the min-max nor-
malization for open-set person re-identification. Specifically,
when a re-ranking algorithm is used, the original score list is
re-ranked column by column. Then, we align the re-ranking
score list with the original score list, that is, we do a linear
mapping on the re-ranking score list so that the maximum and
minimum values are aligned to that of the original scores. By
doing so, we can utilize the advantage of ranking orders by re-
ranking algorithms and also guarantee that the score threshold
used to measure the FAR on the original score list is also
suitable to the re-ranking score list.

TABLE IV
DETECTION AND IDENTIFICATION RATES(%) AT BOTH RANK1 AND

RANK10 UNDER FAR = 1% BASED ON THE METHOD COMBINATION OF
IDE+XQDA. THE K-RECIPROCAL ENCODING RE-RANKING ALGORITHM

IS USED.

before re-ranking after re-ranking after aligning
Rank1 9.92 8.47 10.05
Rank10 10.11 8.49 10.16

In Table 5, we compare the performance of the k-reciprocal
encoding re-ranking algorithm before and after the min-
max score normalization as a post-processing. Performance
measures at both Rank1 and Rank10 under FAR = 1%

based on the method combination of IDE+XQDA are reported.
From Table 5, it can be observed that under the condition of
FAR = 1%, compared to the baseline IDE+XQDA, the k-
reciprocal encoding re-ranking algorithm reduces the perfor-
mance of the open-set re-identification from 9.92%, 10.11%
to 8.47%, 8.49% at Rank1 and Rank10 respectively. However,
after aligning the re-ranking score list to the original score list,
the performance metric DIR is improved to 10.05%, 10.16%
at Rank1 and Rank10 respectively. This results show that re-
ranking with min-max score alignment can catch up with the
performance of the original method. This indicates that the
change of similarity scores after re-ranking may probably be
the reason why most re-ranking algorithms do not work well
on open-set person re-identification.

VII. CONCLUSION

In this paper, several popular re-ranking algorithms for per-
son re-identification have been evaluated on open-set person
re-identification. From the comparisons between baselines and
baselines+re-ranking, we conclude that re-ranking algorithms
have not yet perform generally well on the open-set person
re-identification problem. Especially, in strict open-set re-
identification condition, very few re-ranking algorithms per-
form better than the baselines. For this phenomenon, we also
provide explanations on score distributions, and verify them
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by conducting experiments of min-max score alignment. Con-
sidering that open-set person re-identification is more practical
in real applications, there should be more effort on new re-
ranking methods for the open-set person re-identification.
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