978-1-5386-7150-4/18/$31.00 ©2018 IEEE

JOINT ENCODING LBP FEATURES FROM INFRARED AND VISIBLE-LIGHT CLOUD
IMAGE OBSERVATIONS FOR GROUND-BASED CLOUD CLASSIFICATION

Yu Wang, Chunheng Wang, Cunzhao Shi, and Baihua Xiao

State Key Laboratory of Management and Control for Complex Systems, Institute of Automation,
Chinese Academy of Sciences, Beijing 100190, P. R. China
University of Chinese Academy of Sciences, Beijing 100190, P. R. China
School of Software, Shanxi University, Taiyuan 030006, P. R. China

ABSTRACT

Cloud type classification based on ground-based cloud im-
age observations is an important task in atmospheric research.
Currently, two kinds of cloud image observations with in-
frared and visible light images are widely used for cloud clas-
sification. However, they are only independently analyzed
and simply compared in the current study. The useful infor-
mation from these two kinds of images is not fully utilized
and integrated. The classification performance could be im-
proved if taking full advantage of the complementary infor-
mation of these two observations. Thus, first, a database con-
taining these two kinds of cloud images with same temporal
resolution is released in this study. Then, a two-observation
joint encoding strategy of LBP (local binary pattern) features
is proposed to implement cloud classification by encoding the
joint distribution of LBP patterns in different observations,
which captures the correlation between two observations. Ex-
perimental results based on this database show the significant
superiority of the proposed method compared to the results
based on the single observation.

Index Terms— Local binary patterns, joint distribution,
cloud classification, visible light, infrared cloud images

1. INTRODUCTION

In recent years, ground-based image observations of clouds
have become increasingly popular. Because these images are
available at low cost and high resolution, and they offer ac-
curate local and short-term cloud information ([1, 2]). Cloud
height, cloud cover, and cloud type are three important factors
for ground-based cloud observation. In this study, we focus
on the research of cloud type. The timely and accurate cloud
type classification has a great significance on the weather pre-
diction and the understanding of climatic conditions([3, 4, 5]).

Currently, ground-based cloud image observations gener-
ally include two ways of infrared and visible light. Visible
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light images provide the most direct and accurate observation
for clouds, however, they are easily affected by visibility and
aerosol. Infrared images gain the cloud information by using
the 8-14 pm band infrared radiation, and they can achieve
the 24 hours’ continuous observation. These two kinds of
cloud image observations attain different useful information
of clouds. However, they are only independently analyzed
and simply compared in the current study. The useful infor-
mation is not fully utilized and integrated. Thus, the classi-
fication performance could be improved if taking full advan-
tage of the complementary information of these two observa-
tions.

Extracting effective features is a fundamental issue in im-
age analysis. In particular, a local texture descriptor, called
local binary pattern (LBP)([6]), has gained much attention
due to its low computational complexity, gray-scale and ro-
tation invariance, robustness, and excellent performance in
many applications ([7, 8, 9, 10]). Thus, in this study, LBP
features are introduced to the classification of cloud images.

To integrate cloud texture information in two kinds of dif-
ferent observations, a concatenated strategy similar to multi-
scale strategy is a natural choice ([11]). However, this sim-
ply concatenated strategy ignores the correlation information
between different observations. In fact, texture patterns in d-
ifferent image observations clearly have a strong correlation,
because visible light and infrared cloud images are taken at
the same time and place. Ignoring such correlation may lead
to the loss of the useful discriminative information of cloud
type classification. Thus, in this study, we propose a two-
observation joint encoding strategy of LBP ( TOJ-LBP ) fea-
ture to encode the joint distribution of LBP patterns in differ-
ent image observations.

2. TWO-OBSERVATION JOINT ENCODING OF
LOCAL BINARY PATTERNS

2.1. A simple review of LBP operator

LBP is an effective gray-scale and rotation invariant texture
operator that depicts local structures of natural texture im-
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(b) LBP histograms

Fig. 1. Difference of LBP histogram and integrated histogram
of LBPs and co-occurrence LBPs.

ages. The LBP patterns can be computed by comparing its
pixel value with the values of its neighbors:

P-1

LBPpr=Y s(g,—
p=0

1 >0

0 =<0, O

52 s(0) = {

where g. and g,, p =0, ..., P—1 are the gray values of cen-
ter pixel and neighboring pixels on a circle of radius R(R >
0) from a circularly neighbor set.

To achieve robustness to image rotation, a uniform gray
scale and rotation invariant texture descriptor is introduced
by defining a uniformity measure U

P-1 .
Leppse — { Tpmo sl —90) i ULBPrR) <2 )
’ P+1 otherwise
where
U(LBPrr) = Is(gp-1—9:) = s(90 — gc)|

P-1
+ > 1s(9p — 9e) — s(gp—1 — gc)-
p=1
For example, for the number of neighbors P=8, LBP has
36 rotation invariant patterns, in which there are 9 uniform
patterns and 27 non-uniform patterns.

2.2. Two-observation joint encoding of LBP patterns

To capture the texture information in different observations,
a two-observation concatenation strategy is a natural choice.
First, the LBP histograms are extracted individually from
each observation, and then the histograms for two observa-
tions are concatenated into the final representation.

Unfortunately, however, the correlations among the LBP
patterns with different observations are ignored during the
LBP histogram generation process. For example, the LBP
patterns in two observations of visible light and infrared cloud
images are composed of four LBP A and four LBP B patterns,
respectively, as shown in Fig. 1 (a). Then, the concatenated
LBP histograms are generated by a direct concatenated opera-
tion as shown in Fig.1(b). In contrast to the histograms of the
co-occurrence LBP patterns extracted from two observations
shown in Fig.1(c), the original concatenated LBP histograms
obviously lose some important information. This also sug-
gests that the expression ability of the original LBP is insuffi-
cient, and there is still a room for further improvement to the
performance of LBP-based features.
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To characterize stronger image texture features, it is nec-
essary to jointly encode the joint distribution of LBP patterns
in different observations. Here, we propose a two-observation
joint encoding strategy of local binary pattern (TOJ-LBP)
features. Denote TOJ-LBP with observations s; and s, as
TOJLpp(s1,$2), then it can be defined as follows:

TOJipp(si,s2) = |LBPSY,LBPSY,
LBPSY LBPSH.] @)

where s; and sg refer to the ground-based visible light and
infrared observations, respectively. LBPp r(-) refer to the
rotation invariant uniform LBP patterns. [, ., refer to the co-
occurrence LBP patterns. For example, as indicated before,
LBPg"? and LBPJ{" have 10 and 18 patterns, respectively.

Thus, [LBP};’;g, LBPS?)).o would include 10 x 10 = 100
and 18 x 18 = 324 co-occurrence patterns for P = 8 and
P = 16, respectively. And the TOJ-LBP would contain 120
and 360 patterns.

The cloud images can be represented by the correspond-

ing LBP histogram feature vector:

f(s1,82) = [hLBPff,iz) ; hLBP;%) ; h[LBP(Sl) LBPCY), } C))

where h 1 gpe) denotes the histogram for visible light obser-
P,R

vation, and its element

h > B(LBPpgr(z,y) =1i), i €[1,L], (5)

LBPSY (1) = -,
T,y

Boolean indicator
5 - {

L is the size of rotation invariant uniform LBP patterns. The
histograms for infrared and joint observations have similar ex-
pression with Eq. (5).

1 when v istrue
0 otherwise,

(6)

2.3. Dimension reduction

The co-occurrence texture information encoded by TOJ-LBP
forms high dimensional feature vectors compared to tradition-
al uniform LBP features. Correspondingly, some redundant
or noised information is inevitably introduced in this process.
Therefore, we perform dimension reduction on the extracted
co-occurrence LBP feature vector before performing classi-
fication. Principal component analysis (PCA) is a common-
ly used way to reduce the dimensions of the feature vectors.
Suppose that the matrix corresponding to the original data set
X has D, dimensions, the PCA will select the first D eigen-
vectors corresponding to the first largest Dy eigenvalues of
the matrix X7 X . The criterion to select D5 is usually based
on the following equation:

Z 1 1Ak]

>0 (7)
k:l |)‘k|



where \; denotes the kth eigenvalue of the matrix X T X, and
0 is a threshold value such as 95%.
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Fig. 2. Some infrared and visible light cloud image samples.

3. EXPERIMENTAL EVALUATION

3.1. Database and experimental setup

In this domain, we do not find public benchmarking database
containing both visible light and infrared cloud image obser-
vations with same temporal resolution. In view of this prob-
lem, we create a database with 591 x 2 cloud image samples.

The images are stored in a color JPEG format with the res-
olutions of 2272 x 1704 and 738 x 650 pixels, respectively.
As such, these images are rectangular in shape, but the whole
sky mapped is circular. All images are captured in Yangjiang,
Guangdong province of China. In the course of this obser-
vation, four different sky conditions of stratiform, undulatus,
and cirriform clouds, and mixed sky conditions are covered.
The sample sizes for each cloud type are 231, 23, 272, and 65,
respectively. Some representative images from each category
are shown in Fig. 2.

In this study, the kernel support vector machine (KSVM)
and multi-level perceptron (MLP) are chosen([4]). For effec-
tively evaluating the performance of the extracted features and
algorithms, the widely used Leave-One-Out Cross-validation
(LOOCYV) are applied ([3]). Specifically, for a training sam-
ple set I" with the size of n, if one single element ¢ is removed,
the algorithm is trained with the remaining data set 7'—¢. This
process is repeated n times. The average number of correctly
classified elements can be expressed

|{t € T\t is classified correctly}|
n

LOOCV =

®)

3.2. Experimental Results

With the released database, we provide the total and the re-
spective class classification results based on the LOOCV for
the rotation invariant uniform LBP patterns on the single and
joint observations. In view of the computation cost and the
representation of circular neighbor in LBP patterns, we select
(P=8R=1),(P=16,R=2)and (P = 24,R = 3)
three combinations.
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Table 1. Classification performance on KSVM Classifier «

Method Class
T ) 3 7 Average
LB Py (nfrared) 576 478 801 831 704
LB P2 isible ligh) 5726 00 713 600 619
L B P2 (infrared-visible light) 563 304 820 785 695
L B P2 infrared-visible light rco-occurrence) 558 390 831 785 704
L B PY 2 (nfraredvisible light+co-occurrencetpea) | 649 739 823 815 75.1
LB P]§Y (infrared) 610 652 823 785 729
L B P]§U2 visible light) 532 00 746 646 623
L B P]§%2 (infraredtvisible light) 570 522 842 785 717
L B PJE% (infraredtvisible lightco-occurrence) 580 652 830 785 721
LBP], g 7%22 (infrared+visible light+co-occurrence-+pca) 714 86.9 842 86.2 79.5
LBPZT‘L”S2 (infrared) 714 65.2 83.1 76.9 772
LBP;Z?‘; (visible light) 61.0 0.0 724 600 638
L B P42 (infrared+visible light) 636 739 838 800 75.1
LBPyiY2 (infrared+visible light+co-occurrence) 638 696 842 773 753
LB PS}Y2 (infraredsvisible lighttco-occurrence+pea) | 719 869 868 860 810

Table 2. Classification performance on MLP Classifier «

Method Class
T 2 3 7 Average
LBP§ fl“ (infrared) 61.0 783 823 89.2 74.6
LBngI“Z(visib]c light) 58.0 174 779 569 655
L B PZ 12 (infrared+visible light) 632 826 790 769 72.8
LB ng{‘Q (infrared +visible light+co-occurrence) 654 913 787 815 743
L B P2 (infrared+visible light+co-occurrence+pea) | 693 913 816 815 78
' LB P]§Y (infrared) 693 826 809 846 768
L B P]EY2 (visible light) 522 304 728 738 63.3
L B PJ %2 (infrared+visible light) 710 870 809 831 775
L B PJ {42 (infrared#visible lightco-occurrence) 71 957 809 805 775
LBP{§ “2 (infrared+visible light+co-occurrence+pca) 72.1 95.5 86.5 89.0 81.5
LB PZT‘{ }‘32 (infrared) 73.6 739 83.1 815 78.8
L B PJ}U2 visible light) 567 174 754 631 64.5
L B P42 (infrared+visible light) 736 870 826 800 79.2
LB PE}42 Ginfraredsvisibie lighttco-occurrence) 737 946 830 847 80.0
L B PYJY%2 (infrared+visible light+co-occurrencetpea) | 774 923 888 899 84.6

3.2.1. Results on KSVM classifier

Table 1 shows the classification results of five techniques for
three cases of (P = 8,R = 1), (P = 16,R = 2) and
(P =24, R = 3) on KSVM classifier. First, we can see that if
extracting LBP features only from visible light cloud images,
the traditional LBP{%**> method exhibits the worst classifi-
cation performance with only 61.9%. For the infrared cloud
images, the total classification performance of LBPSTfl“2 el-
evates about 8.5 points from 61.9% to 70.4%. By directly
concatenating the LBP features from two observations of in-
frared and visible light cloud images into a final feature vec-
tor, the LBPY'** shows a slightly lower performance than
that of the LBPg**(infrared). 1t is clear that this feature
integration does not bring the improvement of classification
accuracy. In fact, this is because this simple integration could
not add the co-occurrence information into the final feature
vector. Thus, a two-observation joint encoding strategy is pro-
posed by considering the joint distribution of LBP patterns in
different observations in this study.

However, unfortunately, this direct joint encoding does
not also receive the superior classification performance. It on-
ly achieves similar classification accuracy (70.4%) with the
LBP{%2(infrared). This is because although this operation
capturés the co-occurrence texture information from two ob-



servations, it also introduces the dimensional pressure com-
pared to the traditional uniform LBP features. Correspond-
ingly, some redundant or noised information is inevitably in-
troduced in this process. Therefore, we should perform di-
mension reduction on the extracted co-occurrence LBP fea-
ture vector before performing classification. Experimental re-
sults validate this point. The classification accuracy of the
proposed method increases about five percentage points from
70.4% to 75.1% after the dimension of the TOJ-LBP features
is reduced from 100 to 18.

When the (P, R) varies from (8, 1) to (16, 2), whether for
infrared and visible light observations, or for their integra-
tion, the total classification accuracies all elevate about two
percentage points. The proposed method with PCA further
elevates 4.4% corresponding to the case of (P, R) = (8,1).
The best classification performance of our method rises by
7.5%, 18.3%, 8.9%, and 8.4% relative to the performances of
other methods on three combinations of (P, R), respectively.

Table 1 also presents the results of each class based on the
LOOCV. For types 3 and 4, our method achieves 80% accura-
cy. For type 2, in all three cases, the traditional LBP exhibits
the worst performance for visible light cloud images that all
samples are misclassified. However, by integrating the LBP
patterns from infrared images and the co-occurrence patterns
from infrared and visible light images, our method reaches to
86.9% accuracy. In all four cloud types, the classification re-
sults of type 1 are the worst. The classification accuracies of
the proposed method are only 64.9%, 71.4% and 71.9% for
three cases, respectively. By observing the confusion matrix,
we find that type 1 is easily misclassified as types 2 and 3.

3.2.2. Results on MLP classifier

For the MLP classifier, all methods show better performance
than that on the SVM classifier. For example, in contrast to
the classification performance on SVM classifier for single
infrared observation, the total and the respective class classi-
fication accuracies lift 4.2%, 3.4%, 30.5%, 2.2%, and 6.1%,
respectively. In particular, as shown in Table 2, for type 2, the
accuracies of LB P2 (visible light) are no longer zero, and
they varies from zero to 17.4% and 30.4%.

Furthermore, the performances of the proposed method
are superior to other methods in three cases of (8,1), (16, 2),
and (24, 3). They are 77.8%, 81.5%, and 84.6%, respective-
ly. Similar to the SVM classifier, in all four cloud types, the
worst classification results are still type 1. The maximum im-
provement arises in type 2. For types 2, 3, and 4, all methods
with the co-occurrence patterns show a performance of more
than 80% (the type 3 is 78.7% in the case of (8,1)).

In a word, the proposed method achieves the best perfor-
mance with accuracy 84.6% in the case of (P, R) = (24,3)
on MLP classifier. In future study, we will extend the pro-
posed two-observation joint encoding strategy to other LBP
type methods such as local texture patterns (LTP).
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