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Abstract Background: Behavior regulation and clinical intervention have a signifi-
cant effect on depression treatments. This study aims to make a comparison between
behavior regulation and clinical intervention for depression based on a large-scale
dataset. Methods: We collect user-reported data from an online survey tool includ-
ing depression symptoms, treatments and effectiveness of treatments (n = 91873).
A deep learning approach is used to build an effective model to evaluate the effects
on treatment methods for depression. The Skip-gram model is chosen to generate
meaningful vector representations of symptoms and methods. Precision, recall and
F1 score are calculated to evaluate the model performance. Results: Unidirectional
model achieves higher F1 score than non-unidirectional model (0.71 vs. 0.63). The
behavior regulation is better than the clinical intervention for mild depression symp-
toms. However, the clinical intervention formoderate or severe depression symptoms
has obvious advantages. Conclusions: These experiments prove that the symptoms
have unidirectional influence on the choice of regulatory methods. The behavior
regulation and clinical treatment have different advantages for depression. These
findings could help clinicians to choose better depression treatments.
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1 Introduction

Depression (Major depressive disorder) is a common but serious mental disorder.
The World Health Organization (WHO) shows that more than 300 million people
in the world are affected by depression [1]. Persistent feelings of sadness and lack
of interest or pleasure in activities are defined to be the most important features of
depression in the 5th edition of the Diagnostic and Statistical Manual of Mental
Disorders (DSM-V). Besides the two above symptoms, DSM-V lists the other seven
typical depression symptoms (Table 1).

The depression treatment can be divided into antidepressant and psychology.
Antidepressant is the most common choice for depression treatment. However, it
cannot treat depression effectively because of its poor compliance and persistence.
Sansone and Sansone [2] suggest that approximately half of the depressive patients
cannot persist in antidepressant treatment. To enhance the efficacy of depression
treatment, psychological treatment is usually used as an important complement to
antidepressant. Psychology can also improve the quality of life assessment [3].

In addition to the above clinical treatments, the use of behavior regulation, which
contains energy regulation, emotion regulation and so on, is also regarded as an
important aspect of recovery for depression [4]. Patients with higher level of depres-
sive symptoms prefer using rumination and suppression, rather than reappraisal [5].
Many studies focus on the mechanism by which behavior regulation affects depres-
sion. However, the public data on the efficacy of self-regulating is small.

The aim of this study is to examine the effect of behavior regulation and clinical
intervention for depression on a large-scale dataset. We build a model to predict
whether the symptoms of the participants can be alleviated, so that we can use this
model to evaluate the effect of each method in any condition.

Table 1 Typical depression symptoms (DSM-V)

Symptom Description

A Depressed mood or irritable nearly every day

B Diminished interest or pleasure in activities

C Significant weight loss (5%) or change in appetite

D Insomnia or hypersomnia

E Psychomotor agitation or retardation

F Fatigue or lack of energy

G Feelings of inappropriate guilt or worthlessness

H Decreased ability to concentrate, or indecisiveness

I Suicidality
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2 Related Work

Many studies have shown that behavior regulation and clinical intervention have a
significant effect for depression treatment [6–8]. These studies form the basis ofmak-
ing comparisons on different methods through a large-scale data. Martin and Dahlen
[9] show that emotion regulation strategies, especially positive reappraisal and rumi-
nation, is valuable factors to predict negative emotions like depression. Nevertheless,
depressed people cannot decrease negative feelings in consequence of using emotion
regulation strategies [10]. These studies imply that methods are affected by depres-
sion symptoms. We use a deep learning approach to enrich the information about
methods and to compare behavior regulation with clinical intervention.

3 Method

3.1 Dataset Description

We use an online survey tool to collect data from voluntary participants. The dataset
eventually contains 91873 valid data. Three aspects of data are recorded for every
participant, i.e. depressive symptoms, methods and effect. The Patient Health Ques-
tionnaire (PHQ-9) is a self-report inventory designed for depression screening [11].
We use PHQ-9 to obtain nine depressive symptoms, denoted as letter A-I. Each
depression symptom is divided into four levels: “Not at all”, “Several Days”, “More
than half the days”, “Nearly every day”, and is recorded as 0–3, like A1 means “De-
pressed mood in several days”. At the same time, we list eleven commonly used
depression adjustment methods, denoted as a-k, for participants to follow, and eval-
uate the effect of the chosen methods (0-good, 1-bad) (Table 2).

Table 2 Depression
adjustment methods

Method Description

a Hot showers

b Exercising

c Talking

d Suppression

e Journey

f Eating

g Reading

h Sex life

i Shopping

j Reappraisal

k Seeking medical advice
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Fig. 1 Research approaches to depression

All eligible participant should answer all of questions independently. Considering
that the purpose of this study is to predict the result of a combination of methods for
a patient with some depression symptoms, we drop out those data with no symptoms
or no methods. At last, we have 91873 valid records. Participants are cognitively
healthy men and women aged in 18–70. The depression mean score for males (n =
27018) is 9.90 ± 6.54 and the mean score for female (n = 64855) is 9.92 ± 6.36.
There is no significant difference in PHQ-9 score between males and females (t =
−0.58, df = 49281, p = 0.57). More than half of participants (52.11%) feel that those
methods can decrease their depressive symptoms.

3.2 Study Design

To predict the patient’s condition is improved or not after he/she uses the clinical
or self-regulating methods, a common approach in Fig. 11 is to treat each depres-
sion symptom and method as an independent feature and then use a classification
algorithm to solve the problem. This structure is simple but it does not consider the
interaction between features. Thus, we design amore reasonable structure to describe
the relationship among symptoms, methods and effect as shown in Fig. 12.

First, different symptoms and methods are correlated in their respective sets. Sec-
ond, the symptoms have influence on the choice of regulatory methods [12]. The first
problem can be solved by using the traditional interactive terms in Fig. 11. However,
the second one cannot do this because the interaction terms cannot describe the uni-
directional relationship. Since depression symptoms have effects on the chosen of
methods, the opposite does not hold true. In order to model the unidirectional rela-
tionship between symptoms and methods, we propose a word embedding approach
to model the relationship.
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Fig. 2 Skip-gram model
structure

3.3 Learning Symptom and Method Vectors

We treat the symptoms and methods in PHQ-9 as words, and the combination of
individual symptoms and methods as a sentence. The efficacy of the methods is
the learning target. Thus, by training a neural network using the word embedding
algorithm (Word2Vec), we learn the interrelationships between symptoms and meth-
ods. In particular, we make an improvement on the Word2Vec’s algorithmic to learn
unidirectional information between symptoms and methods (Fig. 2).

Mikolov [13] shown that Skip-grammodel inWord2Vec can capturemore seman-
tic information than Continuous Bag-of-Words(CBOW). Hence, in our approach we
use Skip-gram model to learn symptom and method vectors. In symptom vector
training process, we select one sample at each epoch, then we take turns choosing
depression symptom w(i) as input and the rest of the symptoms as the model output
w(1),…, w(i − 1), w(i + 1),…, w(n), where n is the number of symptoms in this
sample. The method vector training process is the same.

The difference between our approach and the Skip-gram prototype lies in the fact
that our vector embedding models do not have the concept of a sequence. To reduce
the sensitivity of the model to these orderings, we shuffle the symptoms and methods
each time in training process. Since there are not many symptoms or methods to
choose from, the native loss is calculated directly.

3.4 Model Building and Evaluation

For classification, we use the same linear softmax classifiers as fastText to classify the
samples [14]. For a training sample, we summed up the symptom vectors as features
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Table 3 Algorithm performance for different learning methods

Precision Recall F1 score

Logistic regression 0.61 0.60 0.60

Non-unidirectional 0.69 0.58 0.63

Unidirectional 0.75 0.67 0.71

of the symptom part. Similarly, the method vectors were summed up as the features
of the method part, and then the two vectors were combined as the final sample
features. The dataset is randomly divided into training set and test set according to
7:3.

We use precision, recall, and F1 scores to evaluate the performance. In a classi-
fication task, the test set could be divided into four types as follows: true positives
(TP), false positives (FP), true negatives (TN), false negatives (FN). If the effect of
treatment is proven present in a participant, the given model also indicates the effect
of treatment in this participant, the result of the model is considered true positive.
The other three types are similar to the definition of TP. Precision is the fraction of
TP in the sum of TP and FP. Recall is the fraction of TP in the sum of TP and FN.
F1 score is the harmonic mean of precision and recall.

4 Result

4.1 Learning Unidirectional Relationship

We choose logistic regression method as the baseline model to compare the perfor-
mance. To learn the symptom and method vectors, the dimensionality of symptom
and method vectors is set to 20. The results are shown in Table 3.

We see that the F1 score is 0.60 for baselinemodel, and 0.63 for non-unidirectional
model. These twomodels are closer in the F1 score.Method vectors added symptoms
information during the training and the F1 score is 0.71 for unidirectional model.
The result indicates that the method is affected by the symptoms.

4.2 Symptom Vector Analysis

By computing the cosine similarity between different symptoms, the symptoms
of depression show a stratification characteristic, mild (“Several Days”), moderate
(“More than half the days”) and severe (“Nearly every day”) symptoms are clustered
based on the severity of symptoms. For example, Table 4 shows A1/A2/A3 and its
nearest nine symptoms.
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Table 4 The nearest symptoms (context) to symptom A (center)

Center Context

A1 B1, F1, G1, H1, C1, E1, D1, I1

A2 C2, G2, F2, B2, D2, E2, H2, I2

A3 D3, F3, E3, C3, G3, B3, H3, I3

Fig. 3 The mild symptom
network

Fig. 4 The moderate
symptom network

Based on the fact of stratification, we construct the symptom networks for the
symptoms of grade1, grade2, and grade3 respectively. The symptom network has
nine vertices corresponding to nine symptoms, the edge between vertices means the
symptoms relationship. The symptom network is an undirected graph because there
is no direction for similarity.

The symptom network is established as follows: the network vertices are nine
depressive symptoms and for every symptom ‘X’, the other two symptoms ‘Y’ and
‘Z’ which have the two highest cosine similarity scores symptoms are selected to
create edges. Finally, the symptom networks are shown in Figs. 3, 4 and 5, mild
(Fig. 3), moderate (Fig. 4) and severe (Fig. 5).

The mild symptom network consists of one core symptom ‘F’ and three groups
‘AB’, ‘CDE’, ‘GHI’. The moderate symptom network has no core symptom, one
core group ‘ACEG’ and two subgroups ‘DF’ and ‘BHI’ are made up of this network.
The severe symptom network consists of two completely independent networks.

First of all, we calculate the average degree of three symptom networks. They are
2.78, 2.67, 2.22, respectively from mild to severe of the symptom score. The link
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Fig. 5 The severe symptom
network

density of the symptom network is reducing. This phenomenon indicates that the
relationship between the symptoms become more concentrated with the increasing
of symptom scores. At the same time, the maximum degree of the three symptom
networks are 6, 5, 3, which is reducing with the increasing of severity of symptoms.
This phenomenon reflects the disappearance of the central symptoms in depression
network. In other word, the more severe the symptoms, the greater discrepancy
between participants.

Second, the development of symptoms ‘B’, ‘G’, ‘H’, and ‘I’ is interesting. In the
mild symptoms network, symptom ‘B’ ismainly related to symptoms ‘A’ and ‘F’. The
symptoms ‘A’ and ‘B’ are the prerequisite for depression diagnosis. ‘CDE’ and ‘GHI’
are superficial and deep symptom groups respectively. In the moderate symptoms
network, Symptom ‘B’ dives to establish connectwith ‘GHI’ and to replace Symptom
‘G’ in ‘GHI’ groups. In the severe symptoms network, ‘BHI’ forms an independent
network, which shows that the participant may have symptom ‘H’ and ‘I’ if he has
severe symptom ‘B’. This result implies that serious lack of interest (symptom ‘A’)
and severe depressionmood (symptom ‘B’) represent two types of severe depression,
of which type B is likely to endanger the participant’s health.

4.3 Method Effect Analysis

Based on the fact of stratification, we can assume that there is only the same grade of
symptom combinations between the depression symptoms, so the number of depres-
sion symptoms combinations for each grade is 2 ˆ 9 – 1 = 511 species. We combine
these 511 combinations with 11 methods and use the model to calculate the average
effect of each method, of which the first 10 were behavior regulation and the last was
clinical intervention. The results are shown in Table 5.

The results show that with the exacerbation of symptoms, both the behavior reg-
ulation and the clinical intervention can relieve the symptoms of depression. And
the behavior regulation is more effective than clinical intervention for relieving mild



A Deep Learning Approach to Mining the Relationship … 421

Table 5 The effectiveness of different methods on depression treatment

Grade mild (%) Grade moderate (%) Grade severe (%)

Behavior regulation 18.3 59.7 91.7

Clinical intervention 1.0 80.0 98.0

depression symptoms. The clinical intervention for lessening moderate or severe
depression symptoms has obvious advantages.

5 Conclusion

In this paper, we built an effective model to evaluate the effect of treatment methods
for depression patients. The experiments show that the symptoms have unidirectional
influence on the choice of regulatory methods. Our analysis shows that behavior
regulation and clinical treatment have different advantages. This approach could be
applied to more mental illnesses.
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