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Abstract. With user-generated content explosively growing, how to find
valuable posts from discussion threads in web communities becomes a hot
topic. Although many learning algorithms have been proposed for mining
the thread contents, there are still two problems that are not effectively
considered. First, the learning algorithms are usually complicated so as
to deal with various kinds of threads in web communities, which damages
the generalization performance of the algorithms and takes the risk of
overfitting to the learning models. Second, the small sample size problem
exists when the training data for learning is divided into many isolated
groups and each group is trained separately in order to avoid overfitting.
In this paper, we propose a metadata-based clustered multi-task learn-
ing method, which takes full use of the metadata of threads and fuses
it in the multi-task learning based on a divide-and-learn strategy. Our
method provides an effective solution to the above problems by finding
the geometric structure or context of semantics of threads in web com-
munities and constructing the relations among training thread groups
and their corresponding learning tasks. In addition, a soft-assigned clus-
tered multi-task learning model is employed. Our experimental results
show the effectiveness of our method.

Keywords: Metadata · Thread mining · Divide-and-learn · Clustered
multi-task learning · Web community

1 Introduction

With the rapid development of the Internet, more and more people would like to
participate in the discussions in web communities. As a result, a large amount
of user-generated content (UGC) has been accumulating, which becomes urgent
to analyze so as to find useful information for decision making in different kinds
of areas such as viral marketing, industry research, etc. Throughout the past
decade there have been many researches on how to find valuable posts in discus-
sion threads in web communities. The previous researches are mainly classified
into content-based or structure-based. The formal method takes the posts in each
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discussion thread as the document set and follows the pattern of text classifica-
tion [1]. In the area of text classification, probabilistic topic models [2,3] have
been proved to be effective in the extraction of semantics and document summa-
rization when the corpus to be analyzed is sufficient. However, the posts in web
communities are always short and sparse, which makes the result of text classi-
fication unsatisfactory. While the structure-based method goes another way, it
ignores the semantics of the content and only concentrate on the structure of a
web community. Considering the reply-to graph of the posts in web communities,
many random-walk-based algorithms are available for measuring the importance
of web pages such as HITS [4], PageRank [5] and their successive approaches are
introduced to the valuable post finding. However, the reply-to graph of the posts
is not explicit or hard to extract in many web communities. What is more, the
posts without link-in or link-out are common in web communities, which is not
applicable in most of the random-walk-based algorithms.

In this paper, we combine the content-based method and structure-based
method together by the concept of metadata. We introduce the metadata into
the mining tasks in web communities. If the reply-to graph of the web community
apparently exists (e.g. Slashdot.org1), it is viewed as a kind of metadata. While
the reply-to graph doesn’t explicitly appear (e.g. many Q&A discussion forums),
we reconstruct it through semantic similarity measure. Some data that shows
the quality or characteristics of the data set for learning tasks can be viewed as
metadata in our consideration. Different from some previous studies, we do not
take the metadata just as a kind of data directly for learning and add to the
learning tasks similarly to the other data. The reason is that the distribution
of the metadata is different from that of the data for learning tasks and the
metadata is also not independent from the data. If we simply add it and combine
with the data to the learning tasks, the performance may be degraded seriously.
In this paper, we conduct a divide-and-learn strategy. Specifically, In a web
community, the different discussion threads are not isolated from each other
because the users often make discussions around several central topics. Assuming
that the discussion threads are clustered according to several topics in a web
community, in the dividing step, we model the metadata of each thread as an
attributed graph, and divide all the metadata attributed graphs into several
groups. In the learning step, we propose a metadata-based clustered multi-task
learning algorithm, which takes full use of the metadata and fuses it to the multi-
task learning framework. The aim is that each task may benefit from each other
by an appropriate sharing of information across different tasks in the framework
of multi-task learning, which may significantly reduce the risk of overfitting if
we develop our learning model with respect to the adaptive data.

The remainder of this paper is organized as follows. Section 2 briefly reviews
related work. Section 3 presents the characteristics of the metadata in web com-
munities, and Section 4 shows the formation of multiple tasks based on the
metadata clustering. Section 5 describes the clustered multi-task learning frame-

1 http://slashdot.org

http://slashdot.org
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work in detail. Experimental results are presented in Section 6, followed by the
conclusion in Section 7.

2 Related Work

Many researchers have studied the mining tasks such as finding valuable posts
or domain experts in web communities from the perspective of semantic under-
standing of the discussion threads and posts. As for the semantic models, Cong
et al. [6] aimed at ranking answers for given questions in web forums. References
such as [7] and [8] reconstructed the relationship among posts and threads based
on the similarity of topics and semantics. Lin et al. [9] proposed a combination
approach for simultaneously modeling semantics and structure of threaded dis-
cussions, which was used for junk detection and expert finding. The researches
listed above almost all consider separated learning tasks in the whole feature
space. Regardless of semantic reconstruction ([7,8]) or achievement in the opti-
mization algorithm with respect to the relation of posts ([9]), there are still
two problems commonly existing in mining tasks in web communities. First, the
dimension of the whole feature space is high. An effective strategy is to partition
the space into sub-regions and reduce the dimension according to the different
characteristics of the data. Second, in spite of the large amount of data in the
whole web, the data samples for a mining task in a web community is sparse
and insufficient. Finally, we review a few previous studies involved in solving the
two problems generally.

Several previous studies have implicated the concept of metadata. Researches
in [10,11] extracted a large number of quality measures from the biometric traits.
With the help of the quality information derived from the data, a unified frame-
work for biometric expert fusion was constructed. The quality measures in bio-
metric authentication can be treated as a kind of metadata in our consideration.
Another kind of metadata describes the geometric characteristic of the origi-
nal data. The quality measure is also adopted to web data classification [12].
In [13,14], a learning model with mixing linear SVMs was proposed to handle
the problem of nonlinear classification, and to promote the efficiency while still
providing a classification performance comparable to non-linear SVM. Based on
the local linearly separable characteristic of the data set, the feature space can
be partitioned into sub-regions. As a result, the learning model with mixing
linear SVMs is available for nonlinear classification. However, the strategy that
simply partitions the data set into subgroups according to the metadata and
learns different models with respect to different groups largely ignores the con-
nectivity of each group. Especially in web communities with discussion groups,
the central topics are never completely isolated. What is more, the data samples
for semantic analysis are more insufficient if we divide them into pieces.

Providing the sparsity and shortage of data samples in multiple related clas-
sification tasks under some circumstances, there is a growing interest in multi-
task learning (MTL), where multiple related tasks are learned simultaneously
by extracting appropriate shared information across tasks. The effectiveness of



424 Q. You et al.

MTL has been verified theoretically in researches such as [15–17]. Several meth-
ods have been proposed based on how the relatedness of different tasks is mod-
eled. Mean-regularized MTL [18] was proposed under the assumption that the
parameter vectors of all tasks are close to each other, which is simple but not
hold in real applications such as mining in different topics of discussion threads
in web communities. By sharing a different kind of underlying structure among
multiple tasks, the relatedness can also be modeled as clusters [19,20], tree [21] or
network [22,23]. In practical applications, the tasks may suggest a more sophisti-
cated group structure where the models of tasks from the same group are closer
to each other than those from a different group. There have been many researches
involved in this line of research, known as clustered multi-task learning (CMTL).
Bakker and Heskes [20] adopted a Bayesian approach by considering a mixture
of Gaussians instead of single Gaussian priori to realize the clustered multi-task
learning. Xu et al. [24] identified subgroups of related tasks using the Dirichlet
process prior. Jacob et al. [25] proposed a clustered MTL framework that simul-
taneously identified clusters and performed multi-task inference. Given that the
formulation is non-convex, they introduced a convex relaxation to the original
formulation. Zhou et al. [26] found the equivalence between alternating structure
optimization and CMTL formulation. They also relaxed the problem and solved
it though alternating optimization method and other two gradient optimization
algorithms [26]. While the previous researches of CMTL all assume the tasks
are clustered into isolated groups, in this paper, we extend and propose a soft
assigned CMTL in order to study the semantic context of different task groups.

3 The Metadata

The metadata has been widely used in search engine techniques where the web
crawler can easily get the characteristics of the web page such as charset, encod-
ing, key words and other descriptive information without crawling the whole
page. Similarly, it is introduced here to show the schema of the data set to
be analyzed. Let us take the popular technology-related news web community
Slashdot.org as an example. Slashdot.org is a typical web community organized
with threads constituted by posts which are scored by users where the score can
be seen the value of the post.

There are mainly two methods to conduct the mining task. As Fig. 1a shows,
with the content of the post and the score as its label, we can learn a model
with each thread without much difficulty. However, we may face a small sample
size problem because the posts in a thread is insufficient. On the contrary, when
we take all the posts into learning without separating the posts according to the
thread as shown in Fig. 1b, and use vector space models such as term frequency
as feature description, the dimension of the feature space is really high and
nearly all the posts are sparse, which damages the performance of the learning
model. What is more, the learning process is also time-consuming. Rather than
dimension reduction via feature selection by different kinds of rules, we extract
the metadata to describe the characteristics of the discussion threads. The meta-
data of the thread in a web community consists two aspects: one is the structure
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(a) Each thread as a task (b) All threads form a task

(c) Cluster of threads as a task

Fig. 1. The three methods for learning in a typical web community

of the threads modeled as a reply-to graph, the other is the topic distribution of
the posts in the thread. The formal shows the context of the related posts, while
the latter suggests the geometric characteristics and quality of themselves. With
respect to the two aspects of the metadata of the thread in the web community,
we model it as an attributed graph.

We assume that a web community is constituted by N threads, and the i-th
thread is represented as a directed graph Gi(V,E). The node v ∈ V is associated
with a post. There is an attribute vector aiv described the characteristic of the
post v in the i-th thread. Inspired by [27,28], we design a clustering algorithm
with respect to the metadata as shown in Fig. 1c. Our algorithm is based on the
assumption that rather than isolated from each other, the threads are clustered
according to several central topics.

3.1 Metadata Modeling

As mentioned above, there are N threads in the web community. The metadata
of the i-th thread can be modeled as an attributed graph Gi(V,E,A) where
V is the set of nodes, E the set of edges, and A the set of m attributes with
nodes in V for describing node properties. The attribute vector is represented
as aiv = [a1(v), ..., aj(v), ..., an(v)] where aj(v) is the attribute value of node v
on attribute aj .
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3.2 Metadata in Web Communities

Metadata is a very general concept in our description, which shows the charac-
teristics of the original data. While the characteristics are hard to obtain from
the original data because neither do we know the distribution of the data set
nor do we assume too much in order to avoid decreasing the generalization per-
formance, we mainly focus on two aspects of the metadata in a web community.
One is the reply-to graph which we think supplies the semantic context of a
thread. The other is the weighted topic distribution of each post in the thread,
which shows the geometric characteristics and quality of each post.

Reply-To Graph. The reply-to graph directly exists in some web communities,
while in other web communities it does not explicitly appear. To tackle the latter
issue, we propose a semantic reconstruction algorithm to create the reply-to
structure based on the semantic similarity measure.

Given a thread with m posts {Li}mi=1, their time stamps {tsi}mi=1 where tsi <
tsj if i < j and the similarity measure function S(Li,Lj), we reconstruct the
reply-to structure through the following method. In our similarity computation,
we define the similarity measure function as the weighted sum of two parts:
The first part Scos(Li,Lj) is the cosine similarity which measures the similarity
between the directions of two feature vectors, which shows the consistency of
the semantics between two posts.

Scos(Li,Lj) =
LiLT

j

2‖Li‖ ‖Lj‖ (1)

The second part Sstr(Li,Lj) is the similarity between two posts with respect to
the strength of the semantics.

Sstr(Li,Lj) =
‖Li‖ ‖Lj‖

‖Li‖2 + ‖Lj‖2
(2)

The parameter λ here weights the two parts. Now we get the whole similarity
function

S(Li,Lj) = λScos(Li,Lj) + (1 − λ)Sstr(Li,Lj) (3)

As for post Lj , we choose one post as its predecessor from the ahead posts. The
predecessor should have the most similarity with Lj . We choose the predecessor
of Lj according to the following maximum problem, where L∗ is the most suitable
predecessor.

L∗ = argLi
max

1≤i≤j−1
S(Li,Lj) (4)

Let j decrement from m to 2, then the reply-to structure is reconstructed.

Weighted Topic Distribution. We deem each thread with many posts in a
web community as a document with many paragraphs and thus the whole com-
munity with many threads can be seen as a document set. After that, we apply
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the latent Dirichlet allocation [3] algorithm to the document set and extract n
hottest topics. In every post of a thread, we can map each word in the post to
one of the n hottest topics with a relevance weight. Therefore, the n dimensional
weighted topic distribution of every post is extracted, which is the attribute
vector in the attributed graph representing the metadata.

4 Formation of Multiple Tasks

In the following, we first define a metric to measure the distance between
attributed graphs. Based on the similarity measures of each graph, we can cluster
the metadata into different groups. Consequently, the multiple tasks are natu-
rally created with respect to the different groups.

4.1 The Similarity Measure

As aforementioned, the metadata of the i, j-th thread is modeled as an attributed
graph Gi(V,E,A), Gj(V ′, E′, A′). Their directed product G× is a graph with ver-
tex set V× = {(vr, v′

r) : vr ∈ V, v′
r ∈ V ′} and edge set E× = {((vr, v′

r), (vs, v
′
s)) :

(vr, vs) ∈ E ∧ (v′
r, v

′
s) ∈ E′}. The k-th order subgraph of the graph Gi is defined

as Gk
i (V

k, Ek) where V k ⊆ V,Ek ⊆ E and |V k| = k ≤ |V |. As we only want to
extract the semantic context similarity of the attributed graph without compar-
ing the two whole graphs, unlike the time-consuming calculation of the similarity
is conducted from the 1-st order to the full order subgraphs [28], we only calcu-
late the similarity between the second order subgraphs (edges). The similarity
measure between Gi and Gj can be defined as the graph kernel:

k(Gi, Gj) =
∑

e∈E

∑
e′∈E′ k(e, e′)
|E×| (5)

Assume e = (vr, vs), e′ = (v′
r, v

′
s) and the node vr with the attribute ar, then

k(e, e′) is defined as the attribute similarity

k(e, e′) = φ(ar,a′
r) × φ(as,a′

s) (6)

where in our calculation, we use the Gaussian similarity function defined as
follows:

φ(x,y) = exp(−γ‖x − y‖2) (7)
where γ is a scalar parameter determined the width of the Gaussian kernel. In
the following metadata clustering algorithm, we set γ = 1 for simplicity.

4.2 The Metadata Clustering

Given the metadata set for the whole N threads in a web community, the sim-
ilarity matrix is S ∈ RN×N where the element sij = k(Gi, Gj). The diagonal
matrix is D where di =

∑m
j=1 sij . Accordingly, the graph Laplacian matrix is

represented as L = D −S. Once we get the graph Laplacian matrix, referring to
the spectral clustering algorithm [29] and the efficient clustering method based
on the data fragments [30], we can easily cluster the metadata set into several
groups.



428 Q. You et al.

5 The Learning Algorithm

The multiple learning tasks are automatically constructed after we cluster the
metadata into several groups. Not only the semantic context of the feature space
is considered, we also want to study the semantic context of the task graphs.
Unlike the previous studies in CMTL, we think the learning tasks are softly clus-
tered in groups instead of independently assigned to each group. We propose the
softly clustered multi-task learning (sCMTL) algorithm with Gaussian mixture
models.

Given K (clusters of the metadata) learning tasks {Ti}Ki=1, for the i-th task
Ti with its feature space Fi ⊆ R

di where di is the dictionary dimension of the
i − th thread, the training set consists of ni sample points {(xi

j , y
i
j)}ni

j=1 , with
xi
j ∈ Fi and its corresponding output yi

j ∈ R if it is a regression problem.
The linear function for Ti is defined as fi(x) = wT

i x + bi. The loss function is
defined as l(f(x), y) = (f(x) − y)2. The basic model is to find an optimal value
of W = {(wi, bi)}mi=1 through minimizing the loss function

L(W ) =
1
K

∑K

i=1

∑ni

j=1
l(f(xi

j), y
i
j) (8)

As for Eq. (8), there is nothing much different from the single-task learning for
K tasks respectively. In order to learn the K tasks simultaneously, we follow the
regularized form to minimize the empirical risk where the regularized part Ω(W )
can be designed from priori knowledge to constrain some sharing of information
between tasks. The learning framework can be represented as the minimum
optimization problem with respect to the learning weight matrix W .

min
W

L(W ) + λΩ(W ) (9)

The whole regularization Ω can be divided into two partial regularization parts,
namely, the clustered regularization part C and the parameter penalty part. Now
we have

Ω(W ) = αC(W ) + β[tr(WTW )] (10)

Suppose that the i-th task with learning weight wi can be assigned to the j-th
task cluster with the probability pij and there are k ≤ K task clusters, the
clustered regularization part can be written as follows

C(W ) =
∑k

j=1

∑m

i=1
pij ‖wi − wj‖22

s.t.
∑k

j=1
pij = 1; i = 1, ...,K

(11)
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The softly specified probability matrix is simply written as P ∈ [0, 1]K×k as the
element pij is the assigned probability. The clustered regularization part can be
simplified as the following form

C(W ) = tr(WTW ) − tr(PTWTWP)

s.t.
∑k

j=1
pij = 1; i = 1, ...,K

(12)

where tr(.) is the trace of a matrix. To learn both the soft assigned matrix P
and learning weight matrix W , the whole regularization Ω can be written as:

Ω(W,P) = α[tr(WTW ) − tr(PTWTWP)] + β[tr(WTW )] (13)

Let η = β/α > 0. Since tr(WTW ) = tr(WWT ),

Ω(W,P) = α
(
(1 + η)tr(WTW ) − tr(PTWTWP)

)

= α
(
(tr(WT

(
(1 + η)I − PPT

)
W )

) (14)

As for P, it is concave, and the formulation in Eq. (14) is non-convex. We con-
duct an alternating optimization method to inference the parameters. If the
softly specified matrix P is fixed, Eq. (14) is convex with respect to W . It can
be solved using gradient methods. After we find the optimal W ∗ to minimize
the loss function with the whole penalty regularization, we simply fix W ∗, and
recompute the soft assigned matrix P with the Gaussian mixture models. We
repeat the alternating optimization procedure until the constraints (e.g. the con-
straint steps, or the minimal error rate) achieved.

6 Experimental Results

We collect two data sets over a period of time by a web crawler designed for
the threaded discussion communities. One is from the iPad Q&A board in the
apple discussion forum; the other is from the technique community Slashdot.org.
These two data sets are chosen because of the following reasons: (1)The two data
sets are from two kinds of typical threaded discussion communities. The first is
the Q&A forum, and the second is an open discussion forum where everyone can
participate and judge the comments. Both of them have interested hot topics and
the reply-to structure can be extracted or reconstructed without much difficulty.
(2) Both data sets contain labeled information. The iPad Q&A data set can
label the answers “Helpful” by other users or “Solved” by the questioner, which
we quantize as 2, 1, 0 respectively, while Slashdot.org can give each comment
a score ranging from -1 to 5 by all the participators. In the preprocess of text
feature extraction, we first remove the stop words, and then collect the terms
whose number is no less than 3. For each data set, we select 5 hottest topics
and ignore the unqualified threads that have posts fewer than three or with-
out labels or ratings. The basic statistic results are shown in Table 1. The two
kinds of threaded discussion communities are quite different in average thread
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Table 1. The basic statistics of the data sets

Data set iPad Q&A Slashdot.org

Number of threads 1130 664

Number of posts 8489 146569

Number of users 2175 14241

Average thread length 7.51 220.74

Average words per post 63.09 76.33

Average posts per user 3.90 10.29

Number of topics 5 5

lengthes, user active degrees and so on. However, by computing the similarity in
content and structure organization, we can obtain valuable answers to the ques-
tions or recommend the popular comments in our clustered multi-task learning
framework.

Throughout the experiments, we use the root mean square error (RMSE)
across the tasks as a criterion. The performance is better when RMSE is lower.
In the learning process, the results are evaluated by 5-fold cross validation. In
the following, first we conduct the experiments of the performance between the
explicit reply-to graph and the reconstructed reply-to graph for Slashdot.org.
Due to the lack of explicit reply-to graph in iPad Q&A data set, we reconstruct
the reply-to graph with semantic similarity measure. Second, we discuss the
two significant hyper parameters: one is the number of original multiple tasks K
automatically formed by the metadata clustering, and the other is the number of
task clusters k used for CMTL. We compare our sCMTL with the classical single-
task learning methods such as the linear SVM, the Gaussian kernel SVM, and the
hard-assigned CMTL. In the inference of W in multi-task learning algorithms,
the logistic loss function is unified chosen for simplicity.

6.1 Evaluation for the Explicit v.s. Reconstructed Reply-to Graph

The experiments are only conducted on the Slashdot.org data set because the
other data set is lack of explicit reply-to graph. To better measure the perfor-
mance influenced by the partial metadata which shows the semantic context
of each discussion thread, after the metadata clustering procedure, we compare
them in the framework of the single-task learning and multi-task learning sepa-
rately. In single-task learning, we choose the linear SVM for regression; while in
MTL, we select our sCMTL with k = 3. The number of data clusters K ≥ k is
changed from 5 to 30.

As shown in Fig. 2, it suggests that whatever in single-task learning or
MTL, the performance the metadata modeling based on reconstructed reply-
to graph is comparable to that based on the explicit graph when we set the
suitable K. Because the explicit reply-to graph truly shows the semantic inter-
action between the web users, throughout the semantic reconstruction method,
the reconstructed graph can basically suggest the realistic semantic interaction.
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Fig. 2. The comparison between explicit and reconstructed reply-to graphs
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Fig. 3. The learning algorithms comparison on two data sets

Accordingly, in the following experiments, when the explicit graph does not exist,
the reconstruction method is available as alternative.

6.2 Evaluation for the Number of Data Clusters K

The hyper parameter K is significant as it shows how many semantic subspaces
can be set apart in the whole feature space. On one hand, we can develop the
corresponding learning model which needs not to meet all kinds of conditions;
on the other hand, the semantics can be shared in each cluster, which alleviates
the small sample size problem. Similar to the previous experiment settings, we
set k = 3 for MTL algorithms, and change K from 5 to 30. We compare the
single-task learning with MTL algorithms.

As shown in Fig. 3, both on two data sets, both MTL (CMTL and sCMTL)
algorithms are generally more effective than the classical single-task learning
algorithms. The proposed sCMTL outperforms the other three methods. Besides
the comparison of performance, we also record the time cost for the learning
methods on both of the two data sets. Through overall comparing the results in
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Fig. 4. The comparison of time costs among the learning methods on two data sets

Table 2. Evaluation for CMTL vs sCMTL

Data set iPad Q&A Slashdot.org

Learner CMTL sCMTL CMTL sCMTL

k = 2 0.76 ± 0.24 0.62 ± 0.24 1.38 ± 0.16 1.34 ± 0.16

k = 4 0.72 ± 0.20 0.58 ± 0.18 1.31 ± 0.16 1.23 ± 0.14

k = 6 0.72 ± 0.20 0.61 ± 0.20 1.85 ± 0.14 1.51 ± 0.14

k = 8 0.77 ± 0.20 0.68 ± 0.21 2.28 ± 0.14 1.96 ± 0.13

k = 10 0.81 ± 0.21 0.75 ± 0.20 2.47 ± 0.13 2.31 ± 0.10

Fig. 3 and Fig. 4, the linear SVM is much faster than the other methods but
with worst performance even inapplicable to the thread mining tasks. Although
the kernel SVM performs well comparable to the CMTL, it is much more time-
consuming than the other algorithms. The proposed sCMTL costs almost equally
with the CMTL, but performs much better.

6.3 Evaluation for the Number of Task Clusters k

The hyper parameter k shows the geometric characteristics of the learning tasks.
With the CMTL, the learning weight can be shared among tasks. We set K = 20,
and change k from 2 to 10. We compare the two CMTL algorithms based on the
two data sets. As shown in Table 2, the sCMTL is more effective than CMTL
on both of the two data sets.

7 Conclusion

In this paper, we have studied the metadata-based clustered multi-task learning
for thread mining in web communities, which takes use of the metadata and fuses
it in the framework of multi-task learning based on the divide-and-learn strategy.
We divide the data set according to the metadata clustering, and learn multiple
tasks simultaneously in the framework of softly assigned clustered multi-task
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learning. We have conducted the experiments on two real data sets from two
kinds of web communities. The experimental results show that our method is
more effective than many previous learning algorithms, and the moderate time
cost makes the propose method acceptable to the thread mining tasks.
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