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ABSTRACT   

The whole process of text detection in scene images always contain three steps: character candidate detection, false 

character candidate removal, words extraction. However some errors appear in each step and influence the performance 

of text detection. According to the disadvantages of each step, we propose the compensation methods to solve these 

problems. Firstly, a filter based on color of stroke named Stroke Color Transform is used to ensure the integrality of 

characters and remove some false character candidates. Secondly, a classifier is trained based on gradient features is 

adopted to remove false character candidates. Thirdly, an extractor based on color of consecutive character named 

Character Color Transform is employed to extract undetected characters. The proposed technique is test on the two 

public datasets i.e. ICDAR2011 dataset, ICDAR2013 dataset, the experimental results show that our approach 

outperforms the state-of-the-art methods. 
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1. INTRODUCTION  

Texts in scene images and videos contain rich high-level semantic information, text detection has attracted 

attentions more and more in the computer vision community in recent years, it is important in many practical 

applications such as multilingual translation, image retrieval, object recognition. However, scene text detection is 

nontrivial due to background clutters, illumination changes, the variation of text position, font, color and line orientation. 

In order to obtain text information from scene images, two stages are usually included: text detection and text 

recognition. The text recognition is based on the text detection, so we focus on scene text detection stage in this paper. 

There are two mainly approaches used in text detection: those based on a sliding window and another based on 

connected component extraction. Sliding window methods usually train discriminative models to detect text at multiple 

scales [1, 2]. Image patches are classified by other models, such as texture, shape or appearance models, which are then 

grouped into text regions. However, in the clutter backgrounds and multilingual environments, direct patch 

discrimination cannot detect image patch correctly, because a small image patch often does not contains sufficient 

discriminative information. Connected component extraction methods often use color [3], stroke [4, 5], edge/gradient [6], 

region [7, 8, 9] features or a combination of them [10, 11, 3, 12] to detect characters or character parts, which are then 

grouped for further classification. Maximally Stable Extremal Regions (MSER) [13] and Stroke Width Transform (SWT) 

[4] are the representation of this method. The algorithm based on the MSER has attracted more and more attentions in 

recent years. MSER algorithm can adaptively detects stable color regions as text components. Despite of the 

effectiveness of MSER method in text localization, it also require additional cues for text/non-text discrimination. Stroke 

analysis is a preferred component based method for text localization, stroke is the basis of some subsequent works, 

Epshtein [4] proposed a novel algorithm named Stroke Width Transform (SWT), this method has been shown effective 

and some recent approaches are based on SWT. Typical stroke based text detection approaches [14] uses regions of 

strokes as text candidates. Weilin Huang [15] proposed a Stroke Feature Transform (SFT) filter based on SWT and 

trained two classifier to identify characters and words, the SWT algorithm also serves as the foundation of the character 

candidate detection which proposed in this work. 

The remainder of the paper is organized as follows: The text detection approach is described in Section 2. 

Experiments are presented in Section 3 and we conclude the paper in Section 4. 

 

2. TEXT DETECTION APPROACH   

In this section, we describe the proposed method in detail, the proposed text detection system is organized four main 

steps: (1) character candidate detection; (2) character candidate verification; (3) undetected character extraction; (4) word 



 

 
 

 

generation. Figure 1 shows the pipeline of the proposed system, and each stage will be described in detail as follows, as 

well as the sample results of each stage is presented in Figure 2: 

Input Image
Character Candidate 
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Character Candidate 
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Word Generation

Undetected Character 

Extraction  
Figure 1 Flowchart of the proposed system 

 

(a) (b) (c) (d) (e) (f)  
Figure 2 Results after each stage of the sample. The input images are shown on the image (a), the Stroke Width Transform is used to 

detect connected components are shown on the image (b), the results of SCT filter are shown on the image (c), the result of character 

candidate verification are shown on the image (d), the results of undetected character extraction are shown on the image (e), (f) is the 

final results.  

2.1 Character Candidate Detection   

The recently introduced Stroke Width Transform has been shown to be effective for text detection in the wild. But 

it has two disadvantages: a character is separated into some components due to the irregular orientations point to the 

outside of character; some pixels that are not edges of character will be merged into a connected component if the 

relation of gradient orientations between two pixels satisfy the threshold. 

The latter parts of our system solely rely on the output of this step, so remedy these problems is very critical in the 

overall system. According to the principle of neighborhood coherency constraint, we use the color information to refine 

connected component. We refer to this new method as Stroke Color Transform (SCT). The process of SCT filter in detail 

as follows: 

1) Connected components are detected by SWT. 

2) Compute the means and variances of pixels in component. The relationship between color values, means and 

variances in R G B channels is described in the following. 

                                                  2 23 3mean meanColor Color Color Color Color
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3) If at least two color values of pixel that surround the pixels of connected component satisfy the Equation 1, this 

pixel will be added to the connected component, repeat the process until no pixel satisfies the condition, the final 

component is named expanding component. 

4) If the ratio of the width or height between original component and expanding component satisfy a certain 

proportion simultaneously, the expanding component will be considered as a character candidate to replace the 

connected component, otherwise, two components are removed. 

It is clear that some characters are refined correctly and some false components are removed after filtering of SCT in 

Figure 2(c). The result shows that it increases the number of character candidates and reduces the number of false 

components. 

2.2 Non-character Filtration   

In order to remove non-character effectively, this stage involves two operations. We briefly describe it in this part, 

which mainly follows the previous work in [16]: 

1) The realization of normalization. The input image is transformed into the normalized image; 

2) Feature extraction technique. Firstly, the normalized image is blurred. Secondly, compute the x and y components 

of gradient and the gradient is decomposed into eight directions corresponding to eight feature planes. Thirdly, compute 

the features based on the eight feature planes. 

 A SVM classifier is trained by using features to remove non-characters, the results are described in Figure 2(d). 



 

 
 

 

2.3 Undetected Character Extraction 

Some characters named undetected characters are not detected in the previous steps, the color information is used to 

extract them based on the color consistency of consecutive characters. We refer to this new method as Character Color 

Transform (CCT), the related work of CCT extractor in detail as follows:  

1) Some properties such as color values, character width, character height and spaces between characters and words 

are used to confirm characters whether they are in a line or not. 

2) The undetected characters always exist in the three areas in a text line: the left area of text line, the area between 

consecutive characters and the right area of text line. 

 For the area between consecutive characters, if the distance between consecutive characters exceed 0.5 times the 

width of the wider one, we will detect the undetected characters from left to right, three steps for detecting undetected 

characters are following: 

Firstly, confirm the initial pixel based on color information. The left character is considered as basic character and 

the means and variances of pixels in basic character are computed. Search a pixel from bottom to up to right at the three 

pixels distance, if they are satisfied the Equation 1 in R G B channels, the pixel will be considered as initial pixel and put 

it into a set named pixelsChar, otherwise, continue to move three pixels distance to right until find the initial pixel or 

greater than the right character. 

Secondly, search other pixels based on the initial pixel to construct a connected component. If color values of two 

channels at least of pixel that surrounds the pixels of pixelsChar satisfy the Equation 1, the range of color value of other 

channel expand ten values, this pixel will be pushed into pixelsChar and continue to search other pixels repeat above 

process, so the undetected character candidate will be made up by the pixels of pixelsChar.  

Thirdly, combine the geometry to identify the undetected character candidate. The rules based on geometry as 

follows: the number of pixels in the pixelsChar; the width ratio and height ratio between undetected character candidate 

and basic character; the vertical distance of two characters; the character candidate cannot cover half of the basic 

character. If undetected character candidate satisfies above rules, it will be the undetected character and be considered as 

the basic character to extract other undetected characters. Otherwise, move three pixels distance to right to search the 

new initial pixel. 

The methods of extracting undetected characters in the left area of text line and right area of text line are very 

similar with mentioned above, some results of CCT extractor are illustrated in Figure 2(e). 

2.4 Word Generation   

In order to separate text lines into words, we use a heuristic that computes a histogram of horizontal distances 

between consecutive characters and estimate the distance threshold that separates intra-word characters from inter-word 

characters. Firstly, we compute the distances between consecutive characters. Secondly, the distance threshold is 

computed based on the median of distances. If the distance between consecutive characters is less than threshold, they 

will be clustered together into a word. 

 

3. EXPERIMENTS   

The proposed scene text detection technique has been evaluated on two public available datasets, ICDAR2011 [17], 

ICDAR2013 [18], and follows the standard evaluation protocol in this field. Both datasets have been widely used as the 

standard benchmarks for text detection in natural images. In addition, it has been compared with some state-of the-art 

techniques over the two datasets. 

3.1 Data and Evaluation Metric   

The datasets used in ICDAR 2011is inherited from the benchmark used in the previous ICDAR competitions, but 

have undergone extension and modification, since there are some problems with the previous dataset, for example, 

imprecise bounding boxes and definition of errors. It includes 299 training images and 255 testing images. 

The ICDAR 2013dataset is a subset of ICDAR 2011. Several images that duplicated over training and testing sets 

of the ICDAR 2011 dataset are removed. Meanwhile, a small number of the ground truth annotations are revised. It 

includes 229 training images, 233 testing images. 

The performance of our method is quantitatively measured by precision, recall and F-measure. For the ICDAR2011 

and ICDAR2013 datasets, there are three kinds of matching: one-to-one, one-to-many, many-to-one. The evaluation 

method used in ICDAR 2011 was originally proposed by Wolf et al. [19]. The evaluation protocol for ICDAR 2013 is 

similar with that of ICDAR 2011, expect for a number of heuristics cues. For more details, please refer to [18]. 



 

 
 

 

3.2 Experimental Results   

Table 1 Text detection results on ICDAR2011 dataset (%) 

Algorithm Year Precision Recall F-measure 

Proposed 2015 80.93 75.68 78.22 

Huang et al. [20] 2014 88.00 71.00 78.00 

Zamberletti et al. [21] 2014 86.00 70.00 77.00 

Yin et al. [22] 2014 86.29 68.26 76.22 

Neumann and Matas [23] 2013 85.40 67.50 75.40 

Yin et al. [24] 2015 83.77 66.01 73.84 

Yao et al. [25] 2014 82.20 65.70 73.00 

Kim et al. [26] 2011 82.98 62.47 71.28 
Table 2 Text detection results on ICDAR2013 dataset (%) 

Algorithm Year Precision Recall F-measure 

Proposed 2015 80.61 75.16 77.79 

Lu et al. [27] 2015 89.22 69.58 78.19 

Yin et al. [22] 2014 88.47 66.45 75.89 

Neumann and Matas [28] 2012 87.51 64.84 74.49 

Yin et al. [24] 2015 83.98 65.11 73.35 

Shi et al. [29] 2013 84.70 62.85 72.16 

I2R NUS FAR [30] 2013 75.00 69.00 72.00 

I2R NUS[30] 2013 73.00 66.00 69.00 

The performance of the proposed approach on the two datasets is shown in Table 1 and 2. In ICDAR 2011 dataset, 

our method achieved the precision, recall and F-measure of 80.93%, 75.68% and 78.22%, respectively. In ICDAR 2013 

dataset, our method achieved the precision, recall and F-measure of 80.61%, 75.16% and 77.79%, respectively, the 

winning algorithm in the ICDAR Robust Reading Competition 2013 reports a F-score of 75.89% while our technique 

obtains 77.79% as shown in Table 2. As the two tables show, the proposed technique obtains similar results for the 

ICDAR2011 dataset and ICDAR2013 dataset and it outperforms state-of-the-art techniques clearly in recall especially, 

even if the precision should be improved in the future. 

 
Figure 3. Successful samples 

 
Figure 4. Failed samples 
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