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Abstract
Automatic question answering (QA) system is the inevitable trend of future search engines.
As the essential steps of QA, question classification and text retrieval both require algorithms
to capture the semantic information and syntactic structure of natural language. This paper
proposes dependency-based convolutional networks to learn a representation of sentences.
First, we use dependency layer to map discrete word depth on the dependency tree of a
sentence into continuous real space. Then, the mapping result serves as weight of word
vectors and convolutional kernels are employed as feature extractors for further specific
tasks. The method proposed allows convolutional networks to take the advantage of higher
representational ability of dependency structure. Experiments involving three tasks including
text classification, duplicate classification and text pairs ranking confirm the advantages of
our model.

Keywords Convolutional neural network · Dependency parsing · Question answering
system · Question classification · Semantic equivalence

1 Introduction

Automatic question answering (QA) system has been studied for nearly half a century and
achieves great success in both general and professional domains. For example, the Watson
system, which is developed by IBM and won the first prize of a quiz show named ‘Jeopardy!’
[1], is playing an important role in diagnosis and treatment.1 Generally speaking, a QA
system contains three basic modules: preprocessing, text retrieval and answer generation

1 http://www.watsonclinic.com/.

B Wensheng Zhang
zhangwenshengia@hotmail.com

Siheng Zhang
zhangsiheng2015@ia.ac.cn

Jinghao Niu
niujinghao2015@ia.ac.cn

1 Institute of Automation, Chinese Academy of Sciences, School of Computer and Control Engineering,
University of Chinese Academy of Sciences, 95 Zhongguancun East Road, Beijing 100190, China

123

Author's personal copy

http://crossmark.crossref.org/dialog/?doi=10.1007/s10115-018-1312-9&domain=pdf
http://www.watsonclinic.com/


S. Zhang et al.

[1–4]. More precisely, the preprocessing procedure includes subtasks like standardization,
co-reference resolution, relation extraction and question classification [2,4].

Question classification is to predict the lexical answer type (LAT) of a question, which can
not only narrow the search space but also guide the design of search template [4]. In order to
develop QA system for general purpose, there exists some hierarchical taxonomies of LAT,
which are summarized based on questions in general domain [5,6]. However, taxonomy needs
further design in clinic domain. Based on questions collected from Dutch public health Web
site, Boot et al. [7] found that International Classification of Primary Care (ICPC), which
is proposed by World Health Organization, and Taxonomy of Generic Clinical Questions
(TGCQ) [8] are far away from practical application.

Text retrieval is used in two parts of QA systems: One is extracting candidate answers from
the knowledge database and the other is finding additional evidence from the literature to
evaluate them [3]. Nowadays, with the rise of QA community, both candidates and evidence
expand their boundaries by considering the data in a paired form as questions and answers
from the Internet.

During developing a Chinese-speaking clinic QA system, we find that few questions can
be solved by just using the knowledge database. So we adapt the framework of Watson from
a self-contained system [1] to an open one. The system has access to the historical data from
our QA community,2 through which professional doctors are hired to answer questions from
patients. Part of workflow is shown in Fig. 1. First, we analyze attributes including LAT of
the query. Second, we recall the QA pairs in historical database if the questions have the
same LAT. Third, do duplicate classification, i.e., to check whether the recalled questions are
semantic equivalent to the query. As the duplicate questions have been solved, it is reasonable
to suppose that the corresponding answers are good candidates.

In this paper, rather than the whole system, we focus on question classification and dupli-
cate classification, both of which require algorithms to learn a good representation of natural
language. Since semantic vector for single words have been widely studied [9–11], rep-
resentation of natural language focuses on the compositionality in semantic vector spaces
[12–16].

One of the most popular models is convolutional neural networks (CNN) [12]. Originally
invented for computer vision (CV) tasks, CNN has been shown to be effective in natural
language processing (NLP) tasks including text classification [18], semantic parsing [19]
and et al. However, it has some shortcomings in NLP because location invariance and local
compositionality of CNN [20] are inappropriate to natural language.

To overcome this problem, we propose dependency-based CNN, which allow CNN to
leverage the syntactic structure of language. Syntactic parsing theory includes phrase structure
grammar and dependency grammar [25]. This paper uses the latter. Our contributions fall
into three aspects:

– Dependency layer is used to map discrete word depth of dependency grammar into
continuous real space. And the mapping result can be learned during training so it is task
specific.

– Dependency layer is integrated into convolutional networks to generate a better repre-
sentation of short text, without any detailed (word-level or phrase-level) annotation.

– The model is adapted to different tasks including text classification, duplicate classifica-
tion and text pairs ranking. Experiments validate its advantages and scalability.

The following sections are organized as: Sect. 2 introduces previous work related to
language representation, deep learningmethods aswell as NLP tasks; in Sect. 3, we formulate

2 http://www.120ask.com/.
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Fig. 1 Part of workflow of our clinic QA system. The system fetches questions with the same LAT in the
database and examines whether they are semantic equivalent with input. As an example, Q1 is a paraphrase
of input while Q2 is not, so A1 is considered as a candidate answer. The rest of the system is out of the scope
of this paper so we neglect it

dependency-based CNN and show how it can be adapted for the three different tasks, i.e.,
text classification, duplicate classification and text pairs ranking; Sects. 4 and 5 report the
experimental setup, results and discussions; Sect. 6 summarizes the work.

2 Related work

This section is organized in three aspects: 1. previous work on representation of language;
2. comparison of deep learning methods for NLP tasks and some background knowledge of
syntactic parsing which inspires our work; 3. NLP tasks with regard to our work.

2.1 Representation of language

Tai et al. pointed out that the language representation models can be divided into three
types: bag-of-wordsmodel (BoW), sequencemodel and tree-structuredmodel [15]. Different
representations require different learning algorithms when facing specific tasks. So before
explaining whywe choose to improve CNN, we discuss the differences among representation
models.

BoW Sentence representation is generated by just summing up or taking average of word
representation (e.g., one-hot feature) [4–6,21], hence it cannot distinguish different mean-
ings caused by disorder of words. As an example, ‘cat climbs tree’ and ‘tree climbs cat’
have same representation under the perspective of BoW but are totally semantic different in
fact. One of the most popular classifiers over features generated by BoW is Support Vector
Machines (SVM) [5]. Additional features, like part-of-speech (POS) [4], further improved
the performance.

Sequence Sentence representation is regarded as an order-sensitive function of the
sequence of tokens [9–11]. Mikolov et al. proposed an efficient method to learn distributed
word embeddings [11]. Taking embeddings of tokens (usually are words, but can be charac-
ters too) as input, CNN utilizes layers with filters in different sizes to aggregate local features
into task-specific high-level features [18,22,23].
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Tree Tree-structured model best captures the recursive and compositional property of
language. Explicitly or implicitly using the properties promotes learning algorithms. Wen et
al. used tricks like neglecting leaves on the syntactic tree [6]. Li et al. [17] and Zhang et al.
[24] proposed SVM with tree kernel. Recursive neural tensor network (RNTN) computes
vectors for a node from its children with a shared tensor-based compositional function [15].
Tai et al. developed tree-structured LSTM for both phrase structure grammar and dependency
grammar [16].

2.2 Deep learningmethods for NLP tasks

There are various deep neural networks designed for different NLP tasks, each with their
own large amount of related work to which we cannot do full justice given space constraints.
In this paper, we just give a brief comparison among the networks which inspired our work:
recursive networks, recurrent networks and convolutional networks.

Recursive networks inwhich a neuron’s state is computed by a compositional function over
its children [13], or even the compositional function is composed of that of its children [14]. It
fits the properties of language but is time- and memory-consuming because of a large amount
of parameters. Work like RNTN [15] eased memory limitation but is still time-consuming.

Recurrent networks only allow strictly sequential information propagation.Work like tree-
LSTM [16] solved this limitation by computing a neuron’s state from an input vector and the
hidden states of arbitrarily many child neurons.

Note that RNTN and tree-LSTM both require textual data to be in the form of phrase
trees with manual label (i.e., word-level or phrase-level annotation) for each node. It will
cost enormous human resource and so is not practical.

Convolutional networks extract high-level features from low-level features [26] and can
be implemented in parallel. Although CNN has been widely used in NLP tasks [18,19,22,23],
there exists a mismatch between CNN and NLP. This mismatch includes two aspects: First,
location invariance, which makes sense in CV (pixels close to each other are likely to be
semantically related), does not hold in NLP (it is important where in the sentence a word
appears); Second, local compositionality is inadequate. As parts of phrase may be separated
by several other words, high-level features cannot exactly capture their relationship.

In the next section, we will propose our model to ease this mismatch. Unlike tree-LSTM,
which explicitly adapted recurrent networks into tree topologies, we turn to implicitly inte-
grating tree structure information into convolutional networks.

To further explain where our inspiration is from, we introduce some basic theory of lan-
guage. In the theory of language, syntactic parsing includes phrase structure grammar (a.k.a.,
constituency grammar) and dependency grammar [25]. The latter one, dependency grammar,
views the sentence logic in terms of predicates and their arguments. A word becomes an
appendage to another, and finally refers to the only predicate in the sentence. In this paper,
we aim to develop CNN to be aware of dependency structure.

2.3 NLP tasks

In this paper, we focus on three tasks: text classification (including question classification),
duplicate classification and text pairs ranking. The latter two tasks involve learning interac-
tions between text pairs and can be solved using a samemodel. Hu et al. [22] and Severyn et al.
[23] employed a fully connected network taking concatenated features as input. Features are
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individually extracted from text by CNN. The latter work, text pairs matching convolutional
neural network (TP-CNN), also concatenated similarity score as part of feature.

Similarity score is usually computed by noisy channel model, which suppose that there
exists noise of literal words from a text to another. The idea of noisy channel scoring can trace
back to the work of Echihabi et al. [27], in which a noisy channel model was used to explicitly
map answer sentence’s parse tree into question’s. Bordes et al. [28] used vector multiplication
to represent this noisy model, and TP-CNN further employed a matrix to allow more free
and complex interactions between pair of text. In this paper, we follow what TP-CNN did.

3 Dependency-based convolutional networks

From the analysis above, we see that there is an urgent need to develop a convolutional model
which can take advantage of syntactic structure. Consider two kinds of methodology, one
is to explicitly use different convolution kernels for different syntactic compositional type,
respectively, the other is to implicitly weight words based on their grammatical positions. The
former will cause a large increase in time and space complexity because it violates parameter
sharing, which is an important property of CNN. So we follow the second inspiration and
propose dependency-based CNN (depCNN) to learn the representation of sentences.

3.1 CNN

Before moving on to the formulation of depCNN, it is necessary to review that of CNN [18].
Briefly speaking, a simple CNN contains one layer of convolution on top of word vectors.
Suppose that word vectors are in d-dimensional space, i.e., x′

i ∈ Rd , then a sentence of length
l (zero-padding if necessary) is concatenated by l word vectors:

x′ = [x′
1; x′

2; . . . ; x′
l ] ∈ Rl×d (1)

For convenience, let x′
i : j refer to the concatenation of word vectors x′

i , x
′
i+1, . . . , x

′
j . A

convolution operation applies a filterw ∈ Rh×d over a window of h words to extract a feature
of local phrase region from i th to (i + h − 1)th word, i.e.,

fi = g(w ∗ x′
i :i+h−1 + b) (2)

in which g(·) is the activation function, b ∈ R is a bias term. In this paper, we set g(·) to be
Rectified Linear Units(ReLU) [29], i.e., g(x) = max{0, x}.

Sliding the kernel along the length of text with one word each step extracts features from
all possible window of words. These features are aggregated to produce a feature map:

f = [ f1; f2; . . . ; fn−h+1] ∈ Rn−h+1 (3)

Perform max-pooling [30] over the feature map. Max-pooling supposes highest value to
be the most important feature among the feature map. That is to say, take f̂ = max{f} as the
feature corresponding to this convolutional kernel. What’s more, pooling mechanism solves
variable length problem of textual data.

Up to now, we have described how to extract one feature from one kernel. To cover the
rich semantic information of a sentence, CNN applies kernels of different window sizes, each
with multiple filters, to extract multiple features. Denote the number of kernels to be m, then
the final representation of a sentence is:
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Fig. 2 Architecture of depCNN. On the dependency syntax tree, ‘What’ is the headword, so its depth is
1. Depth of other words can be calculated recursively. Here we neglect the fc-layer for output because the
resulting feature can be used for different tasks but not just classification

u = [ f̂1, f̂2, . . . , f̂m] (4)

3.2 depCNN

UnlikeCNNdirectly taking concatenatedword vectors as input, in depCNN, a fully connected
layer (we call it dependency layer) is introduced tomap the depth of words on the dependency
syntax tree into continuous real space. Then, themapping results are used to reweight theword
vectors, which allows more compositional feature maps. Next, convolution operation over
the weighted word vectors extracts semantic representation. Figure 2 shows the architecture
of it.

Dependency layer maps word’s depth into word’s weight.

λ = sigmoid(Wdd + bd)

xi = λix′
i

(5)

in which d = [d1, d2, . . . , dl ] ∈ Rl , with each entry representing the depth of a word on the
dependency syntax tree. bd ∈ Rl is a bias term. λ = [λ1, λ2, . . . , λl ] ∈ Rl , with each entry
representing a word’s weight. We use sigmoid(·) as activation function here to restrict the
word’s weights in the range of [0, 1].

Here we demonstrate that weighting word vectors is equivalent to use structure-specific
kernels. Convolution over a window of h weighted words is:

w ∗ xi :i+h−1 =
i+h−1∑

j=i

w[ j,:] · xTj

=
i+h−1∑

j=i

(λ jw[ j,:]) · x′T
j (6)
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which means that a kernel now is structure-aware compared to that in simple CNN while
preserving the computational advantage.

Also note that in our implementation, since sentence length is a hyper-parameter, zero-
padding is also used here. Fortunately, this makes no effect on feature maps, because it is
easy to cast the padding word’s weight as zero by setting a specific value (such as −1)
of padding depth. Since the reweighted padding word vectors are zeros, feature extracted
by convolution operation over them will not be chosen to be an important feature by the
max-pooling operation.

Consider the error flow propagating back to word vectors. Partial derivatives of the error
signal occurring at a convolutional kernel with respect to a word vector is:

∂ fi
∂x′

j
= λ j

∂ fi
∂x j

(7)

As λ j ∈ [0, 1], depCNN suffers less disturbance on word vectors during training compared
to CNN. Because word embeddings are pretrained on corpus of a large size [10,11] (always
much larger than corpus for specific NLP tasks), the semantic relationship of words is more
likely to make sense. So it is wise to be cautious when fine-tuning word vectors on corpus
for specific natural language tasks.

After weighting word vectors, we extract features as what CNN does and get the represen-
tation of a sentence u. Besides, we use regularization techniques. For text classification task,
the representation is fed into a fully connected layer with dropout [31] to get final prediction:

z = softmax(w f c(u � r) + b f c) (8)

in which� stands for elementwise multiplication. b f c is a bias term. r is a vector with entries
subject to Bernoulli distribution with an expectation p ∈ [0.5, 1).

Loss function consists of cross-entropy and L2-norm regularization, with a ratio l2 con-
trolling the trade-off between them. Denote the number of classes as C , the true label of
i th sample as a one-hot vector yi ∈ RC , while the probability of each class predicted by
depCNN as zi ∈ RC . Aggregating cross-entropy loss of all samples in dataset D gives the
loss function:

L(y, z) = − 1

|D|
∑

D

C∑

i=1

yi ln zi + l2‖θ‖2 (9)

in which θ = {Wd ,bd ,W f c,b f c}. We constrain their norms to avoid over-fitting.

3.3 Extend to text pairs

For tasks involving text pairs, the model can be extended to capture the interactions between
them. Following the framework proposed by Severyn et al. [23], we replace CNN by our
proposed model depCNN, see Fig. 3.

Given the feature that extracted by depCNN from each text individually, a similarity score
can be calculated as:

xsim = u1Mu2 (10)

The scoremeasures the similarity of text pair by transforming one side of text into the semantic
space of another [23], which has been widely used as a scoring model in information retrieval
and question answering.
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Fig. 3 Text pairs modeling using depCNN. If the output is in binary code, i.e., 0 or 1, it can be used for
duplicate classification. If the output is in the form of probability, it can be used for text pairs ranking

Finally, features concatenated by score and text features are fed into a fully connected
network for final prediction:

y = softmax(w f c[u1, xsim,u2] + b f c) (11)

And the loss function is the same with that of text classification.
Note that neural network can output final prediction in form of binary code or probability.

For duplicate classification, binary code is adopted, while for text pairs ranking, probability
is adopted to determine the rank.

Following what Kim [18] did, our model varies with the different initialization ways of
word embeddings: (1) rand: word vectors are randomly initialized and can be fine-tuned
during training; (2) static: word vectors are initialized with pretrained word embeddings
and keep static during training; (3) non-static: same to (2) except that word vectors can be
fine-tuned; (4) multi: combine (2) and (3), which can be viewed as a single channel, to form
a multi-channel model.

4 Datasets and experimental setup

Experiments of this paper involve three tasks: text classification (TREC, MR, CR, MPQA,
SST2/SST5 andClinic-1), duplicate classification (Quora andClinic-2) and text pairs ranking
(TREC-QA). All experiments are carried out on computer with single CPU (Intel Xeon E5-
2683 v3) and single GPU (GTX TITAN X).

Here is a summary of the datasets. Note that because LAT taxonomy in clinic domain is
not practical [7], we test our model on Clinic-1 for triage. Besides, question pairs in Clinic-2
may not have the same LAT.

1. TREC Task involves classifying questions into 6 LATs (including person, location and
so on). 5452 samples are for training, while 500 for test.

2. MR 10,662 movie reviews which are positive or negative.
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Table 1 Summary of Clinic-1
datasets

Mental health Chirurgery Internal Paediatrics

7943 19,300 13,160 7406

Chinese medicine Obstetrics E.N.T Nutrition

19,466 56,554 27,256 8915

Table 2 summary of TREC-QA
datasets

Questions QA pairs Correct (%)

TRAIN-ALL 1229 53,417 12.0

TRAIN 94 4718 7.4

DEV 82 1148 19.3

TEST 100 1517 18.7

3. CR 4225 customer reviews of 17 products (cameras, MP3s, etc), which are positive or
negative. This series of 3 datasets consists of 5, 9 and 3 products individually [32–34].3

4. MPQA Opinion polarity detection subtask of the MPQA dataset with 15400 samples.4

Task is to predict the objectiveness/subjectiveness of an opinion [35].
5. SST2/SST5 Stanford Sentiment Treebank (SST5) is an extension of MR and with

train/dev/test splits and 5 fine-grained labels (very positive, positive, neutral, negative,
very negative), relabeled by Socher et al [15]. SST2 is the same as SST5 but with neutral
reviews removed and binary labels.5

6. Clinic-1We collect a total of 160,000 queries from theWeb site6 to study medical triage,
i.e., advice for patients to correspondingmedical departments. Class distribution is shown
in Table 1).

7. Quora 404,349 question pairs from Quara, one of the biggest online question answering
community. 149,306 are duplicated and 255,043 are not.

8. TREC-QAA set of factoid questions with candidate answers is collected from TREC-QA
tracks 8–13. Manual judgement of candidate answer sequences is provided for the entire
TREC 13 set and for the first 100 questions from TREC 8-12. An additional training set
TRAIN-ALL contains 1299 questions from the entire TREC 8-12 collection and comes
with automatic judgements, so it is more informative but noisy (Table 2).

9. Clinic-2 Task involves judging whether the text retrieved by search engine are semantic
equivalent to the original query. The data are collected from the Web site and labeled by
five medical bachelors. When opinions conflict, the majority is adopted. There are 115
queries, each with several candidates, forming 986 pairs (357 positive and 629 negative).
Among them, 96 of 115 queries have at least one semantic equivalent candidate, while
the rest does not have any.

3 https://www.cs.uic.edu/~liub/FBS/sentiment-analysis.html#datasets.
4 http://mpqa.cs.pitt.edu/corpora/mpqa_corpus/.
5 http://nlp.stanford.edu/sentiment/ Data are actually provided with phrase-level annotation; however, to
enable direct comparison in learning representation of sentences, we do not use phrase-level annotation here.
6 http://www.120ask.com/.
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4.1 Train/dev/test split

Because the datasets have different splits, we perform different operations on them: 1. for
datasets with train/dev/test split (TREC-QA, SST2/SST5), we do nothing; 2. for datasets with
train/test split but no development set (TREC), 10% of the training data are randomly selected
as the development set; 3. for datasets without any split (the other 6 datasets), tenfold cross-
validation is carried out.

For the former two situations,models with highest performance on development set during
training will then be applied on the test set.

4.2 Hyper-parameters

For all datasets except TREC-QA, we use: filter windows (h) of size 3, 4, 5 with 100 feature
maps each size; dropout rate p = 0.5; l2 constraint of 0.01; word embedding dimension of
300; sentence length of 50 (neglect the excess part andperformzero-paddingwhennecessary).
According to the filter sizes and numbers, the similarity matrix is of size 300× 300. For the
training process, we use 30 epochs with mini-batch size of 50. Adam algorithm, which can
dynamically adjust the learning rate of each parameter based on the first- and second-order
moment of gradient [36], over shuffled mini-batches is adopted to optimize the models.

As for TREC-QA, to enable direct comparison with TP-CNN [13], we use almost the same
parameters: questions’ length of 33 and answers’ length of 60, word embedding dimension
of 50, training epochs of 50, mini-batch size of 50. Early-stopping strategy is activated once
there is no more improvement for 3 epochs. Training is done through mini-batch stochastic
gradient descent (SGD). The only difference is that, we use filter windows of size 4 and 5,
with a number of 50 each size on TRAIN and 100 on TRAIN−ALL, so the similarity matrix
is of size 100 × 100 and 200 × 200, respectively. We will show that TP-CNN with these
parameters achieves higher performance.

4.3 Pretrained word vectors

Initializing word vectors with those obtained from an unsupervised neural language model is
popular especially in the absence of a large supervised training set. Before pretraining word
embeddings, we use CoreNLP tool [32] in English and HanLP tool7 in Chinese for parsing.

For English, we use GloVe8 published by Stanford [31]. We choose the one with smallest
vocabulary size of 400 thousand that were trained onWikipedia 20149 andGigaword 5.10 The
vectors have dimensionality of 300. To enable direct comparison, we use word embeddings
published by Severyn [13] for TREC-QA.

For Chinese, we run the tool word2vec [22] on Clinic-1, which contains 81870
words (including many medical terminologies). Hundred-dimensional word embeddings are
obtained by training the skip-gram model with window size 5 and filtering out words with
frequency less than 5.

Lastly, words not present in pretrained embeddings are initialized from a uniform distri-
bution U[− 0.25, 0.25].
7 http://hanlp.linrunsoft.com/.
8 https://nlp.stanford.edu/projects/glove/.
9 https://dumps.wikimedia.org/enwiki/20140102/.
10 https://catalog.ldc.upenn.edu/LDC2011T07.
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Table 3 Ablation study on TREC acc (%) With Without

rand 92.232.5s 91.2(91.2)32.3s
static 95.034.3s 93.6(92.8)33.1s
non-static 94.233.4s 93.6(93.6)33.3s
multi 94.661.1s 93.4(92.2)59.6s

Bold values indicate the best initialization way for each model
t test: p < 0.005.With accuracy fromKim [18] in brackets, and runtime
as subscripts

5 Results and analysis

This section is organized by three tasks. For each task, both ablation study and comparison
study are carried out on all datasets. And for the datasets which need tenfold cross-validation,
we report the average with the standard deviation.

5.1 Text classification

5.1.1 Baselines andmetrics

We compare the accuracy of depCNN to: (1) SVM-1: linear kernel with BoW model on
unigram [4]; (2) SVM-2: linear kernel with BoW and POS [5]; (3) SVMs: SVM with uni-bi-
trigrams, wh word, headword, POS, parser, hypernyms and 60 hand-coded rules as features
[21]; (4) PV: linear kernel SVM on top of paragraph vectors [37]. We trained 50 epochs to get
300-dimensional paragraph vectors; (5) RNN: recurrent neural networks on word vectors; (6)
LSTM: long short-term memory [38] on word vectors; (7) GRU: gated recurrent networks
[39] on word vectors.

5.1.2 Results

Ablation study on the four variants of depCNN confirms the effectiveness of dependency
layer, no matter what initialization method of word vectors is (Tables 3, 4, 5, 6, 7, 8, 9). Note
that without dependency layer, depCNN has the same structure with Kim’s work [18], but
achieves comparable or higher accuracy,11 which demonstrates the fairness of the compari-
son.

To examine the results by statistical significance, assuming a null hypothesis that depCNN
is not better than CNN, we calculate p-value using t test, and check whether it is below the
thresholds (reported in the table’s captions). If so, the null hypothesis is rejected, and the
alternative hypothesis is favored, i.e., depCNN outperforms CNN. In addition, the average
training time is reported as subscripts, from which we can see that adding dependency layer
does not lead to a significant increase in computational cost.

Compared with other algorithms in Table 10, we can see that depCNN achieves the best
performance among all algorithms, with always highest accuracy and smallest deviation.
Note that SVMs used manual feature designed for TREC [21], so cannot be extended to other

11 More details: 1. ForCR, dataset used by Kim [18] is a subset of ours; 2. For SST2/SST5, Kim [18] and other
state-of-the-art obtained a higher performance by using phrase-level annotation, which is out of our scope.
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Table 4 Ablation study onMR

acc (%) With Without

rand 76.767 ± 0.24652.4s 75.579 ± 1.776(76.1)56.4s
static 81.145 ± 0.33451.2s 80.201 ± 0.767(81.0)51.3s
non-static 81.332 ± 0.92353.5s 80.957 ± 0.938(81.5)54.1s
multi 81.520 ± 0.77899.1s 80.769 ± 0.886101.3s

Bold values indicate the best initialization way for each model
t test: p < 0.01. With accuracy from Kim [18] in brackets, and runtime as subscripts

Table 5 Ablation study on CR acc (%) With Without

rand 80.040 ± 1.77626.4s 78.787 ± 3.313(79.8)26.2s
static 83.129 ± 1.07528.5s 81.443 ± 3.129(84.7)26.3s
non-static 82.254 ± 2.58026.9s 80.551 ± 3.136(84.3)25.4s
multi 82.593 ± 0.77850.9s 81.013 ± 3.304(85.0)46.3s

Bold values indicate the best initialization way for each model
t test: p < 0.001.With accuracy fromKim [18] in brackets, and runtime
as subscripts

Table 6 Ablation study on
MPQA

acc (%) With Without

rand 73.611 ± 4.37182.1s 73.236 ± 4.679177.9s
static 80.659 ± 4.156183.1s 79.861 ± 4.372185.3s
non-static 80.732 ± 3.867183.9s 79.536 ± 4.819178.6s
multi 79.895 ± 5.298361.3s 79.611 ± 5.873353.3s

Bold values indicate the best initialization way for each model
t test: p < 0.05. With runtime as subscripts

Table 7 Ablation study on SST2 acc (%) With Without

rand 77.92455.2s 77.32057.3s
static 83.36159.4s 82.92258.6s
non-static 83.47162.1s 83.03159.0s
multi 82.812117.4s 82.482123.2s

Bold values indicate the best initialization way for each model
t test: p < 0.01. With runtime as subscripts

datasets. And POS tagger works poorly for Chinese oral text so SVM-2 is not carried out on
Clinic-1.

From Table 10, we also find out some results in depth: First, on TREC, SVMs achieves
the best performance as depCNN does. To understand the performance of SVMs, let us
trace back to previous work on question classification, which showed that some types of
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Table 8 Ablation study on SST5 acc (%) With Without

rand 43.34448.5s 42.17254.8s
static 44.25353.4s 43.21351.0s
non-static 44.70650.5s 43.71051.5s
multi 44.977126.4s 44.434124.0s

Bold values indicate the best initialization way for each model
t test: p < 0.01. With runtime as subscripts

Table 9 Ablation study on
Clinic-1

acc (%) With Without

rand 79.793 ± 0.624910.2s 79.377 ± 0.330880.2s
static 79.980 ± 0.170909.1s 79.894 ± 0.146974.5s
non-static 80.118 ± 0.117898.0s 79.757 ± 0.378909.7s
multi 79.982 ± 0.4001678.2s 78.852 ± 0.8981665.4s

Bold values indicate the best initialization way for each model
t test: p < 0.05. With runtime as subscripts

Table 10 Comparison study on text classification

acc (%) TREC MR CR MPQA SST2 SST5 Clinic-1

depCNN 95.0 81.520±0.778 83.129±1.075 80.732±3.867 83.471 44.977 80.118±0.117

SVM-1 [4] 86.4 74.210±1.726 75.356±4.137 68.903±7.949 59.967 30.860 69.540±1.530

SVM-2 [5] 89.6 74.451±2.014 75.567±4.215 69.154±7.627 61.395 29.683 –

SVMs [21] 95.0 – – – – – –

CNN [18] 93.6 81.5 81.443±3.129 79.861±4.372 83.031 44.434 79.894±0.146

PV [37] 42.3 56.640±1.377 71.308±3.622 65.885±5.096 75.409 41.023 62.442±0.756

RNN 73.8 70.457±1.782 71.875±3.500 69.489±6.648 77.056 33.136 76.646±0.598

LSTM [38] 90.0 72.819±1.377 76.813±3.117 72.259±6.488 78.778 42.864 78.440±0.262

GRU [39] 92.8 72.943±1.301 75.188±4.126 71.563±6.400 78.556 42.000 77.751±0.314

Bold values indicate the best model for each data set
For datasets without any split, we report avg. ± std. of tenfold CV; otherwise, we report accuracy on test set
SVMs uses manual feature designed just for TREC;
POS tagger works poorly for Chinese oral text so we do not run SVM-2 on Clinic-1

words are highly correlated with its LAT, such as ‘headword’ (see table 7 in Loni’s work
[4]). Utilizing these syntactic knowledge, SVMs [21] over features including 60 hand-coded
rules achieved the best performance. DepCNN also achieves this performance, showing the
great representation learning ability of it. Second, with corpus size growing, the difference
of depCNN and CNN becomes smaller. DepCNN outperforms CNN with 1.4% on TREC.
However, the difference becomes smaller on the larger datasets (MR, SST2/SST5), and for
Clinic-1, the largest one, the difference reduces to 0.22%. We suggest that it is because the
larger corpus can supervise more refined convolutional kernels, while with smaller corpus,
introducing dependency layer allows convolutional kernels to capture the intrinsic structure
of textual data, so can show a significant improvement.
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How old was Elvis Presley when he died ?
0

1

2

3

4
w

or
d 

de
pt

h 

0.2

0.4

0.6

0.8

1

w
or

d 
w

ei
gh

t 

(a)
How many Great Lakes are there ?
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How far is the service line from the net in tennis ?
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(c)
How do you measure earthquakes ?
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Fig. 4 Examples of the word weights on TREC

5.1.3 Case study

‘Feeding’ a text into depCNN, we can fetch the words’ weights and final predictions during
forward passing procedure. Cases are chosen to validate that depCNNcan learn a task-specific
weighting mechanism.

In TREC (Fig. 4), we choose the questions with the same leading word ‘How’ but with
different LATs. We find out that: 1, words next to ‘How’ [i.e., ‘old’ (Fig. 4a), ‘many’ (Fig.
4b), ‘far’ (Fig. 4c) and ‘do’ (Fig. 4d)] are most important because each of them forms an
independent semantic together with the interrogative pronoun ‘How’; 2, objects that are
consulted [i.e., ‘Elvis Presley’ (Fig. 4a), ‘Great Lakes’ (Fig. 4b), ‘service line’ (Fig. 4c) and
‘measure’ (Fig. 4d)] are also important; 3, subordinate clause or modifier (i.e., ‘when he
died’ (Fig. 4a) and ‘from the net in tennis’ (Fig. 4c)) are of least importance because they
have few impact on LAT.

InMR (Fig. 5), we choose two positive and two negative examples. We can conclude that:
wordswith a strong emotional inclination [i.e., ‘idiots’ (Fig. 5a), ‘involving’ (Fig. 5b), ‘warm’
and ‘realistic’ (Fig. 5c), ‘beautifully’, ‘subtly’ and ‘fine’ (Fig. 5d)] are of higher importance.
Moreover, in Fig. 5d, the model captures the progressive relation between two phrases (‘is
beautifully mounted’ and ‘managing to walk a fine line’) so assign a higher weight for the
latter.

What’s more, dependency parsing is not always correct, especially for oral text. For exam-
ple, the headword of ‘video games are more involving than this mess.’ is ‘are’ but not
‘involving’, and proper names (i.e., ‘St. Louis’ and ‘Elvis Presley’) should be in the same
layer on syntax tree. In spite of parsing error, experiment results confirm that depCNN shows
robustness for parsing noise to some extent.

5.2 Duplicate classification

5.2.1 Baselines andmetrics

We compare depCNN to: (1)Word-Cnt: Logistic regression on the number of repeated words
between a pair of text; (2) PV: Logistic regression on the cosine distance of paragraph vectors
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Fig. 5 Examples of the word weights on MR

Table 11 Ablation study on Quora

With Without

acc (%) F1 (%) acc (%) F1 (%)

rand 79.81 ± 0.128 73.22 ± 0.246 79.47 ± 0.250 73.09 ± 0.221

static 79.72 ± 0.241 73.57 ± 0.121 79.32 ± 0.111 72.57 ± 0.474

non-static 79.41 ± 0.241 73.17 ± 0.621 79.15 ± 0.206 73.03 ± 0.190

multi 80.42 ± 0.220 73.02 ± 0.619 80.07 ± 0.259 72.98 ± 0.306

Bold values indicate the best initialization way for each model
Runtime for multi/others: 2.0h/50min

[28].We trained 50 epochs to get 300-dimensional paragraph vectors; (3) TP-CNN: text pairs
matching convolutional neural network which is the state-of-the-art method [23]. Note that
without dependency layer, our model has the same structure as TP-CNN, but here we do not
use additional features in the output layer.

Note that the class distribution is imbalanced. More precisely speaking, equivalent text
pairs are significantly less than inequivalent pairs. So in this part, not only accuracy but also
F1-score is used to measure the models.

When developing clinic QA system, we also concern about two metrics on Clinic-2: (1)
QTP(query true positive rate): ratio of queries with at least one paraphrase that are correctly
solved; (2) QTN(query true negative rate): ratio of queries with no paraphrases that are
correctly detected. A system can reply more queries with a higher QTP, and make fewer
mistakes with a higher QTN.

5.2.2 Results

Ablation study on Quora (Table 11) shows that dependency layer helps improve the perfor-
mance for all initialization ways. Note that there is no significant difference in training time
between models with/without dependency layer.
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Table 14 Ablation study on TREC-QA TRAIN

With Without

MAP MRR MAP MRR

rand 0.7043 0.7652 0.6907 0.7516

static 0.7502 0.8094 0.7325(0.7329) 0.8018(0.7962)

non-static 0.7218 0.8063 0.7180 0.7545

multi 0.7345 0.7972 0.7349 0.7749

Bold values indicate the best initialization way for each model
Runtime for multi/others: 310s/170s

Table 15 Ablation study on TREC-QA TRAIN-ALL

With Without

MAP MRR MAP MRR

rand 0.7447 0.7936 0.7389 0.7948

static 0.7669 0.8215 0.7654(0.7459) 0.8186(0.8078)

non-static 0.7624 0.8156 0.7588 0.8096

multi 0.7507 0.8108 0.7518 0.7993

Bold values indicate the best initialization way for each model
Runtime for multi/others: 50min/25min

Ablation study on Clinic-2 (Table 12) has a bit difference. QT N falls down when using
dependency layer, however, improvements are more significant on other metrics. In detail,
the largest decline proportion of QT N is −13.95%, occurring in multi-channel (69.096%
v.s. 80.601%). But in that channel, accuracy, F1-score and QT P improves with a ratio
of 0.90% (69.977% v.s. 69.355%), 15.88% (61.564% v.s. 53.129%) and 22.78% (71.510%
v.s. 58.241%), respectively. Moreover, smaller variance demonstrates that dependency layer
helps the model to be more robust. And also the training time of them is nearly the
same.

It can be found that among all algorithms (Table 13), depCNN achieves the best perfor-
mance.

5.3 Text pairs ranking

5.3.1 Baselines andmetrics

Again, we compare depCNN to: (1) Word-Cnt, (2) PV and (3) TP-CNN [23], note that
we use the same additional features. And because we use more types of filter sizes, our
reimplementation also exceeds TP-CNN (Tables 14, 15).

MeanAverage Precision (MAP) andMean Reciprocal Rank(MRR), which are common in
information retrieval and question answering task, are used to evaluate the quality of depCNN
in this part.

MRR is computed as: MRR = 1
|Q|

∑|Q|
q=1

1
rank(q)

, where rank(q) is the position of the first
correct answer in the candidate list. Hence, MRR is suitable for cases where each question
has only a single correct answer. Differently, MAP pays more attention to the ranks of all the
correct answers. MAP is computed as the mean over the average precision scores for each
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Table 16 Comparison study on
text pairs ranking

TRAIN TRAIN-ALL

MAP MRR MAP MRR

depCNN 0.7502 0.8094 0.7669 0.8215

Word-Cnt 0.5820 0.6421 0.5820 0.6421

PV 0.5272 0.5986 0.5629 0.6441

TP-CNN 0.7329 0.7962 0.7459 0.8078

Bold values indicate the best model for each data set

query, i.e., MAP = 1
|Q|

∑|Q|
q=1 AvgP(q). To ensure direct comparison, the official scorer

trec_eval is used here.

5.3.2 Results

Beyond the static way used by Severyn [13], we also perform ablation study using the other
initializations of word embeddings (Tables 14, 15).

In almost all variants except multi-channel, dependency layer improves both MAP and
MRR. Although MAP in multi-channel is a bit lower with dependency layer (0.7345 v.s.
0.7349 on TRAIN, and 0.7507 v.s. 0.7518 on TRAIN-ALL), MRR in that channel is sig-
nificantly higher (0.7972 v.s. 0.7749 on TRAIN, and 0.8108 v.s. 0.7993 on TRAIN-ALL).
Among the comparison algorithms (Table 16), our model also achieves the highest perfor-
mance.

At the end of the experimental part, we would like to state our discovery of how to
determine the initialization way of word embeddings. First, static way is better than non-
static and multi way if the dataset is of small size, such as TREC,CR, Clinic-2 and TREC-QA
datasets (Tables 3, 5, 12, 14, 15). On the contrary, non-static or multi way will outperform
static way (Tables 4, 6, 7, 8, 9, 11). We suggest that small datasets are not sufficient to learn
a good word embeddings because disturbance on vectors of words that appear in the dataset
will break the semantic relationship among words. Second, multi way is more complicated
but with no striking improvements, we suggest not to use this way.

6 Summary

We propose dependency-based CNN (depCNN) which hires dependency layer to improve
CNN for NLP tasks. Dependency layer is used to map words’ depth on the dependency
tree into word weights. Then CNN extracts feature from weighted word vectors for further
purposes. DepCNN overcomes the shortcoming that CNN cannot fully capture the syntac-
tic information inside a sentence, so can learn a better representation. Besides, we extend
depCNN to learn the interactions between text pairs. Experiments on three tasks including
text classification, duplicate classification and text pairs ranking demonstrate the effective-
ness and scalability of proposed method. Though relying on dependency parsing, depCNN
shows some extent of robustness when dependency parsing introduces some noise.
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