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Abstract—Unsupervised Domain Adaptation (UDA) aims to
transfer domain knowledge from existing well-defined tasks to
new ones where labels are unavailable. In the real world appli-
cations, domain discrepancy is usually uncontrollable especially
for multi-modality data. Therefore, it is significantly motivated
to deal with multi-modality domain adaptation task. As labels
are unavailable in target domain, how to learn semantic multi-
modality representations and how to successfully adapt the
classifier from source to target domain, remain open challenges in
multi-modality domain adaptation task. To deal with these issues,
we propose a Multi-Modality Adversarial Network (MMAN),
which applies stacked attention to learn semantic multi-modality
representations and reduces domain discrepancy via adversarial
training. Unlike the previous domain adaptation methods which
cannot make full use of source domain categories information,
multi-channel constraint is employed to capture fine-grained
categories knowledge that could enhance the discrimination of
target samples and boost target performance on single-modality
and multi-modality domain adaptation problem. We apply the
proposed MMAN to two applications including cross domain
object recognition and cross domain social event recognition. The
extensive experimental evaluations demonstrate the effectiveness
of the proposed model for unsupervised domain adaptation.

Index Terms—Unsupervised Domain Adaptation, Triplet Loss,
Stacked Attention, Multi-Modality, Social Event Recognition.

I. INTRODUCTION

Recently, deep networks have significantly improved many
state-of-the-art algorithms for diverse machine learning prob-
lems and applications [1–5]. Note that, its impressive perfor-
mance is guaranteed only when massive labeled training data
available in training process. However, the cost of annotating
labeled data is often an obstacle for applying deep networks.
Furthermore, for problems lacking labeled data, it is possible
to train deep models in similar domains with enough training
data, but shift between train and test data distribution may
lead to poor performance. To address above issues, some
researchers have attempted to explore unlabeled data, referred
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as semi-supervised learning and transfer learning. It is dif-
ferent that semi-supervised learning focuses on training on
labeled and unlabeled data in the same domain, while transfer
learning explores data or models from unlabeled target domain
and labeled source domain. Domain Adaptation (DA) is a
particular case of transfer learning (TL) that leverages labeled
data in one or more related source domains and learns a
classifier for unseen or unlabeled data in a target domain.

Currently, most existing domain adaptation methods only
focus on single-modality knowledge transfer, that is, only one
type of data (images or text) is considered in the training stage.
However, different modalities of data can provide abundant
and complementary content knowledge for domain adaptation.
Therefore, we tackle a new task, i.e., multi-modality domain
adaptation. Compared with the conventional single-modality
domain adaptation problem, there remain two challenges in
multi-modality domain adaptation:

• Heterogeneity Gap mainly refers to the semantic differ-
ence between data in different modalities. The existence
of semantic difference is due to many aspects, such
as heterogeneity feature space of each modality, data
format, data processing, data content and so on. These
factors decide that it is quite difficult to directly measure
the similarity and semantic association between multi-
modality data.

• Domain Gap, also known as “domain shift”, refers to
the difference in data distributions between two domains,
which is common in real-life applications. For images,
domain gap comes from consequences of changing con-
ditions, i.e., background, location, pose changes, and the
domain gap might be larger, if the source and target
domains contain images of different types, such as photos,
NIR images, paintings or sketches.

We take video analysis as an example task to further explain
“Heterogeneity Gap” and “Domain Gap”. The audio sequence
can be deemed as a one-dimensional signal and the video
sequence can be treated as a three-dimensional signal which
contains both spatial and temporal information. As for “Het-
erogeneity Gap”, the difficulties come from two aspects. On
the one hand, we need to adopt different methods to pre-
process and analyze audio and video signals. On the other
hand, it is quite challenging to acquire and associate semantic
information of different signals, and then generate semantic
features. In addition, videos come from multiple domains, such
as different social medias (Flickr, Google News, YouTube, and
Twitter), which thus arises the “Domain Gap” problem. That
is, even if data from different domains are annotated with the
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same category labels, video frames are still quite different in
the aspect of content, style, and so on. Therefore, models
trained on labeled source domain cannot generalize well on
target domain.

For solving the above challenges respectively, several works
have been done in multi-modality representation learning and
single-modality domain adaptation. To deal with “Heterogene-
ity Gap”, remarkable developments have achieved in multi-
modality representation learning and many other computer
vision tasks, for instance, multi-modality retrieval [6, 7], visual
question answering (VQA) [8, 9], image and video caption [1,
10] and so on. Among them, similar pipeline techniques are
used. First, individual representations for each modality are
extracted from the independent feature extractors. And then, a
common feature space between different modalities is learned
for cross-modality similarity measure. Features in the common
space are usually generated following principles such as max-
imizing cross-model pairwise correlation [11], maximizing
classification accuracy in the common space [12], etc. These
common feature space methods can be further divided into
two major subcategories: one is linear projections methods,
the other is the DNN-based methods. Representative works in
Linear projections methods are Canonical Correlation Analysis
(CCA) [11] and its variants, which focus on learning linear
projections to embed multi-modality data into the common
feature space. However, linear projections cannot capture the
complex cross-modality correlation with high non-linearity.
With the rapid development of deep learning, the DNN-based
methods [13–16] have currently become an active research
line, which takes DNNs as basic models to extract features
for each modality and then merge multi-modality information
to learn the fused representations. However, these methods
ignore the semantic correlation between multi-modality data.
For example, given a pair of multi-modality data, i.e., an
image and the corresponding description, the entities (subjects,
objects and verbs in a sentence) of description are semantically
related to a set of regions in the image. However, not all image
regions can reflect the semantic meanings of the description.
Motivated by this observation, a stacked attention mechanism
is applied to model this semantic correlation of multi-modality
data and learn the fused multi-modality representation.

To reduce “Domain Gap”, a variety of single-modality
domain adaptation approaches have been proposed [17–19].
Among existing methods, Maximum Mean Discrepancy (M-
MD) [20], which regards mean difference between two distri-
butions as domain discrepancy, is one of the most widely used
strategies to measure distribution difference between source
and target domains [21, 22]. Later on, numerous domain adap-
tation approaches have been proposed by designing a revised
class-wise MMD, such as, class-wise MMD [21, 23], multi-
kernel MMD [24, 25]. Recently, numerous deep adversarial
adaptation methods [26–29] have been proposed, which is
analogous to generative adversarial networks [30]. A domain
classifier is trained to tell whether the sample comes from
source domain or target domain. The feature extractor is
trained to minimize the classification loss and maximize the
domain confusion loss. Domain-invariant yet discriminative
features are seemingly obtainable through the principled lens

of adversarial training. However, previous methods cannot
consider fine-grained categories information, which means
they cannot constrain “relative distance” between samples of
different categories and capture subtle discrimination between
samples to learn more discriminative representations. There-
fore, even with strong transfer ability, the generalization per-
formance on target domain task is not very well. Motivated by
the above observation, we construct multi-channel constraints
to capture fine-grained categories information in feature space,
and transfer the knowledge to target data, which can further
improve the performance on the target task.

Considering the above factors, we propose a Multi-Modality
Adversarial Network (MMAN) to address unsupervised do-
main adaptation. As shown in Figure 1, the proposed MMAN
consists of multi-modality feature extractor, label predictor,
domain classifier, and multi-channel constraint implemented
by triplet loss. During the training stage, the unlabeled target
data and triplets generated from source data are extracted fea-
tures via multi-modality feature extractor. Then, all obtained
source and target representations are regrouped for different
purposes. Specifically, source representations are input into
triplet loss layer and label predictor so that fine-grained
categories information is explored to benefit classification task.
Both source and target representations are fed into domain
classifier to reduce domain gap via adversarial training. After
training, the target data can loop through the multi-modality
feature extractor and label predictor to get target task label.

Our contributions in this work are threefold:

• We propose an end-to-end general framework denoted
as the Multi-Modality Adversarial Network (MMAN) for
both unsupervised multi-modality domain adaptation and
single-modality domain adaptation.

• The MMAN can leverage the stacked attention mech-
anism and a multi-channel constraint in the adversar-
ial domain adaptation framework to explore the fine-
grained categories information and generate semantic
multi-modality representations.

• The proposed MMAN algorithm performs favorably
against the state-of-the-art methods on three domain
adaptation benchmark datasets: Office-31, Caltech-Office,
ImageCLEF-DA. Furthermore, experiments on a multi-
domain and multi-modality social event dataset collected
by ourselves, can further demonstrate the effectiveness of
our model.

The remainder of this paper is organized as follows. In
Section II, we review the related work. Section III introduces
the formulation of our network. In Section IV, the experi-
mental results and analysis are given on Office-31, Caltech-
Office, ImageDLEF-DA and a social event dataset collected
by ourself. Our conclusion and future work are presented in
Section V.

II. RELATED WORK

In this section, we briefly review some methods which are
most related to our work including single-modality domain
adaptation and multi-modality representation learning.
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A. Single-modality Domain Adaptation

According to literature survey [17], existing single-modality
domain adaptation methods can be roughly organized into
two categories: shallow domain adaptation methods and deep
domain adaptation methods.

Shallow domain adaptation can be further divided into four
subcategories: instance reweighting [31–33], feature augmen-
tation [34–36], feature space alignment [35–37] and feature
transformation methods [33, 38]. The main idea of instance
reweighing methods is to weight each instance by the ratio of
likelihoods, i.e., independent posterior probabilities achieved
by a domain classifier [39] or Kullback-Leibler divergence be-
tween densities [31, 40]. Unlike instance reweighting methods,
feature augmentation embed raw features into d-dimensional
linear subspaces via theories of Geodesic Flow Sampling
(GFS) [34, 36] and Geodesic Flow Kernel (GFK) [35, 36]
that treat data as points on the Grassman manifold so that local
geometry structure can be explored for two domains. Different
from augmenting features, feature space alignment methods
attempt to align the source features with the target ones. For
example, Subspace Alignment (SA) [41] learns an alignment
by minimizing Bregman divergence between the subspaces.
The linear Correlation Alignment (CORAL) [37] reduces
domain shift with second-order statistics of the source and
target distributions. Finally, feature transformation methods,
e.g., Transfer Component Analysis (TCA) [33], are proposed
to find a projection into a latent space where discrepancy
between the source and target distributions are decreased.

Recently, with the rapid development of deep learning,
deep domain adaptation (deepDA) methods have been a hot
research topic in domain adaptation (DA) community. The
first deepDA method is the Stacked Denoising Autoencoders
(SDA) [42], which relys on denosing autoencoders to learn
common features. Later on, some methods [24, 25, 43] are in-
spired by the siamese deep architecture where two branches of
networks are used to model domain distributions respectively.
Usually, the general discrepancy constrains (in general MMD)
are defined between activation layers in the two branches.
Recently, numerous adversarial adaptation methods have been
proposed [26, 29, 44–47], which is analogous to generative
adversarial networks [30]. Thereinto, the Domain Adversarial
Neural Networks (DANN) [26] creatively integrates a gradient
reversal layer into the deep network, which can insure the
learned features domain-invariant and discriminative for the
main learning task. To improve the DANN architecture, we
propose the MMAN model that captures source domain fine-
grained categories information by means of multi-channel
constraints. And then the gradient reversal layer is adopted
to transfer the knowledge to the target task for the purpose of
enhancing the discriminative of target features.

B. Multi-modality Representation Learning

In multimedia, multi-modality representation learning is the
basic technique in many applications, for example, multi-
modality retrieval [6, 7], visual question answering (VQA) [8,
9], image and video caption [1, 10] and so on. Among
them, Canonical Correlation Analysis (CCA) is one of the

most important statistical methods to investigate relationships
among multi-modality data [48–50]. Moreover, [50] combines
CCA and multi-class logistic regression to learn semantic
representation for each image. Later on, there are some deep
learning methods proposed for multi-modality representation
learning [51–53]. A quite popular framework consists of
several neural layers and a common hidden layer. Each
modality data is firstly fed into the individual layers and then
projects into a joint feature space by the common hidden
layer [54]. The joint representation will be further processed
for prediction. In addition, some methods focus on learning
multi-modality representation in an unsupervised way. [42]
introduces and motivates a new training principle for unsu-
pervised common feature representations learning from both
source and target domains so that the learned representations
are robust to input patterns of partial damage. More recently,
multi-modality representations fusion is extensive studied in
addressing visual question answering task [8, 55]. Thereinto,
bilinear models are popularly used because they encode full
second-order interactions. However, above methods only care
about the correlation between two modalities. The semantic
information is ignored. Inspired by the above observations,
stacked attention feature extractor is applied in MMAN model
to learn transferable features encoded in semantic content
information of multi-modality data.

III. METHODOLOGY

A. Formulation and Notation
We follow definitions and notations in [18, 19]. A domain D

is composed of a d-dimensional feature space X with distribu-
tion P(X), where X= {x1,x2, · · ·xn}∈X . Given a domain D, a
task T is to predict class label by learning a predictive function
f (·) from feature vectors and label pairs {xi,yi} in source data
set, i.e., DS = {(xS1,yS1), · · · ,(xSn,ySn)}. Specifically, xSi ∈XS
is the i-th data instance of DS and ySi ∈YS is the corresponding
class label. Analogously, DT is defined as the target domain
data set, i.e., DT = {(xT 1), · · · ,(xT n)} where xTi ∈ XT is the i-
th data instance of DT and yTi ∈ YT is the corresponding class
label. Further, TS and TT are respectively represent source task,
target task. fS(·) and fT (·) respectively stand for source and
the target predictive function.

Based on the above definition, domain adaptation is to
explore information from DS and DT (DS 6= DT ) so that
the target predictive function fT (·) could be improved. Both
source and target distributions are assumed unknown, similar
but different. That is to say, the target distributions P(XT ) can
be “shifted” from P(XS) by some domain shift. The training
set is made up of samples from the two domains. Remarkably,
we can only get access to the class labels of source instances
while target labels are unknown during training, but we want to
predict such unknown labels of target instances during testing.
What’s more, we denote binary value (domain label) di for the
i-th instance. For example, if xi from the source distribution
(xi ∼ P(XS)), di = 0. Otherwise, di = 1 if xi ∼ P(XT ).

B. Multi-Modality Adversarial Network
Figure 1 shows an overview of our model that shares

weights among three pathways and predicts category label
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Fig. 1: The architecture of Multi-Modality Adversarial Network (MMAN). During forward propagation, triplets sampling
strategy act on source domain data to generate triplets xa,xp,xn. In the meanwhile, the equivalent number of instances xi are
sampled randomly from the target domain. All sampled data are fed into the weight-shared feature extractor to extract multi-
modality representations fa, fp, fn, fi, which would be regrouped for different purposes. Specifically, source features fa, fp, fn is
not only fed into label predictor for inferring class labels but also constrained by triplet loss to capture fine-grained categories
information. In addition, both source and target features fa, fp, fn, fi are used to reduce domain discrepancy via adversarial training
implemented by the gradient reverse layer and domain classifier. When back-propagation, the gradients of label predictor loss
Lp and triplet loss Ltrp can directly be passed to the proceeding layers, while gradient of domain classifier loss Ld would be
multiplied by −λ. Once the model is trained, the target data can be directly fed into the feature extractor and label predictor
to get label prediction.

y ∈ Y and domain label d ∈ {0,1} for each input x. We
decompose such mapping into four parts, namely, feature
extractor, label predictor, domain classifier and triplet loss
layer. We assume that the input x includes images and the
corresponding text descriptions. During training, we firstly use
triplet sampling mechanism to sample triplets in the source
domain while random sampling is used in the target domain.
Then, the data is fed into four weight-shared stacked attention
based feature extractor to extract multi-modality representa-
tions. For the purpose of obtaining domain-invariant features,
both source and target representations are transported into
the gradient reversal layer and domain classifier while only
annotated features from source domain input into triplet loss
layer and label predictor. Once the model is trained, the target
data can be directly fed into the feature extractor and label
predictor to get label prediction. The details of the proposed
MMAN are given as follows.

Stacked Attention Feature Extractor. In order to capture the
semantic correlations between multi-modality data, i.e., im-
ages and texts, we apply the stacked attention feature extractor
to learn multi-modality representations. The stacked attention

is quite effective in visual question answering [56, 57] but
has not been applied for tackling multi-modality domain
adaptation problem. The architecture of feature extractor is
shown in Figure 2, which contains three major components: (1)
Image Model, which uses a CNN to extract high level image
representations, e.g., one vector for each region of the image;
(2) Text Model, which uses a LSTM to extract a semantic
vector of the text descriptions and (3)a Stacked Attention
Model, which associates the image regions that are relevant
to the descriptions for final classification task. The pipeline
of generating semantic multi-modality representation can be
found in the caption of Figure 2.

Image Model: The image model uses a pre-trained con-
volution neural network (CNN) model (ResNet [58] or
AlexNet [4]) to extract representation φ̃ of the input image I.
Instead of using features from the last fully connected layer,
we choose the features φ̃ from the input of the last pooling
layer, which retains spatial information of the original images.

φ̃ =CNN(I). (1)

φ̃ is a three-dimensional tensor with h×w×m dimensions.
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Fig. 2: The Multi-Modality Feature Extractor contains three
major components: image model, text model and stacked
attention model. The image model uses a CNN to extract
high level image representations. The text model uses a LSTM
to extract a semantic vector of the corresponding description
of the image. The stacked attention model first concatenates
text description vector with the image feature matrix over the
depth dimension, which is passed through attention layers
to compute attention distributions. The high-level attention
layer gives as semantic attention distribution focusing on the
regions that are more relevant to the text description. Finally,
we combine the image features from the attention layer with
the text description vector, and pass the features through
a fully connected layer to output the final multi-modality
representation.

h×w is the number of regions in the image and m is the
dimension of the feature vector for each region. We further-
more perform l2 normalization on the depth (last) dimension
of image features to obtain the image feature φ. The feature
vector φl (l-th feature vector of φ in depth dimension )
corresponds to the image region indexed by l.

Text Model: We tokenize and encode a piece of given event
description DL into word embedding Eq = {e1,e2, · · · ,eK},
where ei ∈ RD, DL is the length of the distributed word
representation, and K represents words number in the event
description. The embeddings are then fed into a long short-
term memory (LSTM) [59].

s = LSTM(Eq). (2)

The event description features are the final state s of the
LSTM. The length of the vector s is d.

Stacked Attention Model: When given the image feature
matrix φ ∈Rh×w×m and the description feature vector s ∈Rd ,
the stacked attention model generates semantic multi-modality
representations via the multi-attention reasoning. In many
cases, the semantic meanings in the text description are only
related to some regions in an image. Therefore, using one
global image feature vector to associate with text vector
semantically could cause suboptimal results, due to the noises
introduced from regions that are irrelevant to the potential
semantic meanings of text description. Instead, reasoning via
the attention layer, the stacked attention model is able to
generate multi-modality representations encoded in semantic
information between images and texts.

Given the image feature matrix φ and the text description
vector s, we concatenate text description vector with the image

feature matrix over the depth dimension and pass through
attention layers Fc to compute attention distributions, as shown
in Eq. 3.

αc,l ∝ expFc(s,φl) (3)

where αc,l ∈Rm is an m dimensional vector, which correspond-
s to the attention probability of each image region. In addition,
F = [F1,F2, · · · ,Fc] is modeled with two convolution layers.
The first layer is a 1×1 dimensional and depth 512 convolution
layer followed by the ReLU nonlinearity. The output feature
is passed through another depth C convolution layer followed
by the softmax over spatial dimensions. In addition, the Fis
share parameters in the first layer. The attention weights αc,l
are normalized separately for each glimpse c = 1,2, ...,C, as
shown in Eq. 4.

L

∑
l

αc,l = 1 (4)

Based on the attention distribution, we can calculate the
weighted sum of the image vectors as shown in Eq. 5.

φ
′ = ∑

l
αc,lφl (5)

Here, each image feature glimpse φ′ is the weighted average
of image features φ over all the spatial locations l = 1,2, ...,L.
After that, we combine the image glimpses with the text de-
scription vector that would be passed through a fully connected
layer to obtain the final multi-modality representations f as in
Eq. 6.

f = f c(φ′⊕ s) (6)

where ⊕ operation means directly concatenating text feature
vector with image feature glimpses over the depth dimension.
f c(·) represents a fully connected layer with ReLU nonlinear-
ity. Finally, we obtain the D-dimension multi-modality feature
vector f∈RD mapped by multi-modality feature extractor G f ,
i.e., f = G f (x;θ f ), whose parameters are denoted as θ f .

Adversarial Training. To learn task-specific feature, the rep-
resentation f generated by multi-modality feature extractor is
mapped to label y by a mapping function Gy (label predictor).
In the meantime, the same feature f is transformed to domain
label by Gd (domain classifier). θy and θd respectively repre-
sent the parameters of the above two mapping functions.

During the training stage, annotated source instances are
used to minimize the label prediction loss so that the feature
extractor and the label predictor are jointly optimized to insure
discrimination of the features f. Meanwhile, the features f
should be domain invariant so that the label predictor trained
on the annotated source instances can precisely make pre-
dictions on target instances. That is, the distribution P(fS) =
{G f (x;θ f )|x ∈ P(XS)} and P(fT ) = {G f (x;θ f )|x ∈ P(XT )}
should be made as similar as possible. However, the source
and target distributions and high-dimensional f are constantly
changing as learning progresses. Therefore, it is significantly
important to precisely measure the source and target distribu-
tions.

One possible method estimating the dissimilarity is to
observe the loss values of domain classifier Gd . If the output
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values of the domain classifiers are close to 0.5, the learned
features of two domain are quite similar. In other words, the
domain classifier cannot well distinguish source features with
target features, which indicates that the learned features are
domain-invariant. This observation leads to the following ad-
versarial training paradigm. At training, we maximize the loss
of the domain classifier to optimize the parameters θ f of the
feature mapping, which can make the two domain distributions
similar. At the same time, optimizing the parameters θd of
the domain classifier to keep domain-specific information by
means of minimize the loss of the domain classifier. Such an
idea can be accomplished by gradient reversal layer (GRL)
proposed in [60].

Gradient Reversal Layer (GRL). In order to obtain the
domain-invariant representation, we can insert the Gradient
Reversal Layer (GRL) into the model to process adversarial
training. The inserted position of GRL in the architecture
is shown in Figure 1. There are no other parameters in the
gradient reverse layer except the meta-parameter λ. During
the forward process, the GRL does not do any operations
on the passing features. When back-propagating, the gradient
propagated to the GRL would be multiplied by −λ, i.e., ∂Ld

∂θ f

is effectively replaced with −λ
∂Ld
∂θ f

during back-propagation.
After that, the processed gradient is passed to the preceding
layer.

Mathematically, the gradient reversal layer Rλ(x) can be
formulated as two equations describing above opreations:

Rλ(x) = x, (7)
dRλ

dx
=−λI, (8)

where I is an identity matrix, and λ is not updated by back-
propagation.

Multi-channel Constraints. For the purpose of capturing
the fine-grained categories information to guide the model to
learn discriminative features on target data, we apply multi-
channel constraints to our model. Our multi-channel constraint
is achieved by a triplet loss [61, 62] which is normally trained
on a series of triplets {fa, fp, fn} in source domain, where fa
and fp are features extracted from samples with the same
category, and fn is from a different category. The triplet loss
can be formulated as follows.

Ltrp(θ f ) =
M

∑
a,p,n

max
(
‖fa− fp‖2

2−‖fa− fn‖2
2 +αtrp,0

)
(9)

where fa = G f (xa;θ f ), fp = G f (xp;θ f ), fn = G f (xn;θ f ). M
is the number of sampled triplets. The Euclidean distance
is adopted to measure the feature similarity in Eq. 9, The
triplet loss can achieve the following goals: (1) The distance
of samples with the same label can be very close in the feature
space. (2) The distance of samples with different labels can be
as large as possible. (3) Further, the triplet loss can ensure the
distance between fa and fn is greater than the distance between
fa and fp. In addition, the margin αtrp constrains the minimal
distances between positive pairs and negative pairs. That is,
when minimizing Eq. 9, the learned representation can satisfy
‖fa− fp‖2

2→ 0 and ‖fa− fn‖2
2 > ‖fa− fp‖2

2 +αtrp.

Compared with the traditional classification loss, e.g., the
softmax, the triplet loss can learn the subtle discrimination
between samples. It is to add the measurement of the inputs
difference to learn more discriminative representations. At the
same time, the GRL and domain classifier can transfer the fine-
grained categories information to the target task to improve
performance.

In addition, The accuracy and convergence speed of the
triplet loss approach heavily depend on the triplet sampling
method as discussed in [63]. For simplicity, we use the off-
line random sampling mechanism to generate triplets, which
can achieve impressive performance and stable convergence
as proved by our experiments in IV-A5.
Objective Function. More formally, we consider the follow-
ing functions:

L(θ f ,θy,θd) = ∑
i=1···N

∑
d=0

Ly (Gy (G f (xi;θ f );θy) ,yi)

+ ∑
i=1···N

Ld(Gd(G f (xi;θ f );θd),di)+ γLtrp(θ f )

= ∑
i=1···N

∑
d=0

Li
y (θ f ,θy)+ ∑

i=1···N
Li

d(θ f ,θd)+ γLtrp(θ f )

(10)

Here, Ly(·, ·) is the loss for label prediction, Ld(·, ·) is the
loss for the domain classification, while Li

y and Li
d denote the

corresponding loss function evaluated at the i-th training in-
stance. G f ,Gy,Gd respectively represent feature extractor, label
predictor and domain classifier with parameters θ f ,θy,θd . N
is batch size. d is the domain label of samples. λ and γ are
hyper-parameters. Based on the above idea, we are seeking
the parameters θ̂ f , θ̂y, θ̂d by optimizing the Eq. 11-12:

(θ̂ f , θ̂y) = arg min
θ f ,θy

L(θ f ,θy, θ̂d) (11)

θ̂d = argmax
θd

L(θ̂ f , θ̂y,θd) (12)

However, the standard stochastic gradient solvers (SGD)
cannot be directly adapted to search the saddle point in Eq. 11-
12. Thanks to gradient reversal layer, it is no longer a problem.
According to Eq. 7, we can define the final objective function
of L̃(θ f ,θy,θd) that is being optimized by SGD:

L̃(θ f ,θy,θd) = ∑
i=1···N

∑
d=0

Ly (Gy (G f (xi;θ f );θy) ,yi)

+ ∑
i=1···N

Ld(Gd(Rλ(G f (xi;θ f ));θd),di)+ γLtrp(θ f )
(13)

IV. EXPERIMENTS

This section reports the experimental validation of our
method. To demonstrate the versatility of our approach, we
perform experiments on two different tasks: object recognition
and social event recognition. The object recognition task is
for single modality unsupervised domain adaptation while
the social event recognition is for multi-modality domain
adaptation. Experimental results demonstrate the effectiveness
of our model for unsupervised domain adaptation under single
modality and multi-modality settings.
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A. Object recognition for Single-modality Domain Adaptation

1) Datasets: Three benchmark datasets, namely Office-31,
Office-Caltech and ImageCLEF-DA, are used to evaluate the
object recognition task for unsupervised domain adaptation.
Office-31 includes 4,110 images in 31 categories collected
from three different domains: Amazon (A), Webcam (W) and
DSLR (D). To achieve an unbiased evaluation, we compare
all methods on all six transfer tasks A→W, D→W, W→D,
A→D, D→A and W→A.
Office-Caltech is built by selecting 10 common categories
shared by Office-31 and Caltech-256 (C). We can create 12
transfer tasks: A→W, D→W, W→D, A→D, D→A, W→A,
A→C, W→C, D→C, C→A, C→W, and C→D.
ImageCLEF-DA is a benchmark dataset for ImageCLEF
20141 domain adaptation challenge, organized by selecting
12 common shared categories for the following three Public
datasets: Caltech-256 (C), ImageNet ILSVRC 2012 (I), and
Pascal VOC 2012 (P). Here, each dataset is treated as a
domain. There are 50 images in each category and total 600
images in each domain. All domain combinations are used to
create six transfer tasks: I→P, P→I, I→C, C→I, C→P and
P→C.

There are more categories in Office-31 than those in Office-
Caltech, which makes Office-31 more difficult for domain
adaptation. However, Office-Caltech provides more transfer
tasks to enable an unbiased observation. Besides, the three
domains in ImageCLEF-DA are of equal size, which makes
it a good complement to Office-31 for more controllable
experiments. The results on these three benchmark datasets
can illustrate the effectiveness of our proposed framework for
unsupervised domain adaptation.

2) Baseline: We compare our model with both conven-
tional and deep domain adaptation methods including Trans-
fer Component Analysis (TCA) [33], Geodesic Flow Kernel
(GFK) [35], Deep Convolutional Neural Network (DCNN
including AlexNet [4] and ResNet [58]), Deep Domain Confu-
sion (DDC) [44], Deep Adaptation Network (DAN) [25], Re-
verse Gradient (RevGrad) [60], Residual Transfer Networks
(RTN) [64], Joint Adaptation Networks (JAN) [43], Duplex
Generative Adversarial Network (DuGAN) [65], Wasserstein
Distance Guided Representation Learning (WDGRL) [66],
Graph Adaptive Knowledge Transfer (GAKT) [67], Weighted
Maximum Mean Discrepancy (WDAN) [23], Joint Geometri-
cal and Statistical Alignment (JGSA) [68] and Probabilistic
Unsupervised Domain Adaptation (PUnDA) [69]. Some de-
tails are as follows:

• TCA: It is a traditional shallow transfer learning method
which aims to apply MMD-regularized kernel PCA to
embed features into a high-dimensional space to preserve
the shared attributes between two domains.

• GFK: Inspired by manifold learning, GFK focuses on us-
ing infinite number of intermediate subspaces to preserve
the shared local structure between two domains.

• DCNN: The classic deep network architectures (AlexNet
or ResNet) are used to extract features on source data to

1http://www.imageclef.org/2014/adaptation

train a classifier that will be directly applied to predict
labels on the target data.

• DDC: In DDC, a linear-kernel MMD is firstly inserted
into deep networks to maximize domain invariance.

• DAN: Representations of all task-specific layers in DAN
network, are embedded into a Reproducing Kernel Hilbert
Space (RKHS). Then, an optimal multi-kernel selection
method is used to match mean embedding of two domain
distributions in the Reproducing Kernel Hilbert Space.

• RevGrad: The RevGrad is designed to obtain deep
features that are discriminative for the main learning task
and invariant with respect to the shift between domains.
It shows that the adaptation behavior can be achieved in
almost any feed-forward model by inserting few standard
layers and a gradient reversal layer via adversarial training
paradigm.

• RTN: The basic idea is based on the assumption that
the source classifier and target classifier differ by a
residual function. The Adaptation between classifiers can
be achieved by explicitly learning the residual function
with inserting multiple layers into the deep network. And
not only that, the features of multiple layers are fused
with tensor product and embedded into a Reproducing
Kernel Hilbert Spaces (RKHS) to match distributions for
feature adaptation.

• JAN: The method learns the transformation network by
coordinating multiple domain-specific layers across mul-
tiple domains based on the JMMD (Joint Maximum Mean
Difference) criteria. The adversarial training strategies are
employed to maximize the performance of JMMD and
make it easier to distinguish the distribution of source
and target domains.

• DuGAN: Following the similar idea of GAN, this work
proposes a novel GAN architecture with duplex ad-
versarial discriminators. The generator is pitted against
duplex discriminators to ensure the reality of domain
transformation so that the latent representation domain
invariant and the categories information can be preserved.

• WDGRL: It utilizes a neural network, denoted by the
domain critic, to estimate empirical Wasserstein distance
between the source and target samples and optimizes
the feature extractor network to minimize the estimated
Wasserstein distance in an adversarial manner. In this
way, the model can guarantee the learned representations
should be discriminative in prediction.

• GAKT: It models to jointly optimize target labels and
domain-free features in a unified framework. Specifical-
ly, the semi-supervised knowledge adaptation and label
propagation on target data are coupled to benefit each
other.

• WDAN: It shows that MMD cannot account for class
weight bias and result in degraded domain adaptation
performance. Specifically, they introduce class-specific
auxiliary weights into the original MMD to exploit the
class prior probability on source and target domains.

• JGSA: They propose a unified framework that reduces
the shift between domains both statistically and geomet-
rically. Specifically, it learns two coupled projections that
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TABLE I: Classification accuracy (%) on OFFICE-31 for unsupervised domain adaptation. From left to right: transfer methods,
references, six transfer tasks and average classification accuracy. Methods in top half of the table use AlexNet as feature extractor
while the remain methods employ ResNet. Notation: Amazon (A), Webcam (W) and Dslr (D). A→W represents the transfer
task from Amazon to Webcam.

Transfer Methods Reference A→W D→W W→D A→D D→A W→A Avg

TCA IEEE Trans. Neural Networks 2011 61.0±0.0 93.2±0.0 95.2±0.0 60.8±0.0 51.6±0.0 50.9±0.0 68.8
GFK CVPR2012 60.4±0.0 95.6±0.0 95.0±0.0 60.6±0.0 52.4±0.0 48.1±0.0 68.7
AlexNet NIPS2012 61.6±0.5 95.4±0.3 99.0±0.2 63.8±0.5 51.1±0.6 49.8±0.0 70.1
DDC ICCV2015 61.8±0.4 95.0±0.5 98.5±0.4 64.4±0.3 52.1±0.8 52.2±0.4 70.6
RevGrad ICML2015 73.0±0.5 96.4±0.3 99.2±0.3 56.6±0.1 53.6±0.1 48.7±0.5 71.3
DAN ICML2015 68.5±0.5 96.0±0.3 99.0±0.3 67.0±0.4 54.0±0.5 53.1±0.5 72.9
RTN NIPS2016 73.3±0.3 96.8±0.2 99.6±0.1 71.0±0.2 50.5±0.3 51.0±0.1 73.7
JAN ICML2017 74.9±0.3 96.6±0.2 99.5±0.2 71.8±0.3 58.3±0.3 55.0±0.4 76.0
DuGAN CVPR2018 73.2±0.2 - - 74.1±0.6 61.5±0.5 59.1±0.5 -
MMAN Ours 78.5±0.5 97.0±0.2 99.6±0.1 75.3±0.3 54.2±0.3 54.5±0.4 76.5
ResNet CVPR2016 68.4±0.2 96.7±0.1 99.3±0.1 68.9±0.2 62.5±0.3 60.7±0.3 76.1
TCA IEEE Trans. Neural Networks 2011 72.7±0.0 96.7±0.0 99.6±0.0 74.1±0.0 61.7±0.0 60.9±0.0 77.6
GFK CVPR2012 72.8±0.0 95.0±0.0 98.2±0.0 74.5±0.0 63.4±0.0 61.0±0.0 77.5
DDC ICCV2015 75.6±0.2 96.0±0.2 98.2±0.1 76.5±0.3 62.2±0.4 61.5±0.5 78.3
DAN ICML2015 80.5±0.4 97.1±0.2 99.6±0.1 78.6±0.2 63.6±0.3 62.8±0.2 80.4
RTN NIPS2016 84.5±0.2 96.8±0.1 99.4±0.1 77.5±0.3 66.2±0.2 64.8±0.3 81.6
RevGrad ICML2015 82.0±0.4 96.9±0.2 99.1±0.1 79.7±0.4 68.2±0.4 67.4±0.5 82.2
JAN ICML2017 85.4±0.3 97.4±0.2 99.8±0.2 84.7±0.3 68.6±0.3 70.0±0.4 84.3
MMAN Ours 85.8±0.3 97.4±0.4 100.0±0.0 85.8±0.3 70.3±0.2 71.2±0.1 85.1

TABLE II: Classification accuracy (%) on ImageCLEF-DA for unsupervised domain adaptation. From left to right: transfer
methods, references, six transfer tasks and average classification accuracy. All methods use AlexNet as feature extractor.
Notation: Caltech-256 (C), ImageNet ILSVRC 2012 (I) and Pascal VOC 2012 (P). C→P represents the transfer task from
Caltech to Pascal VOC.

Transfer Methods Reference I→P P→I I→C C→I C→P P→C Avg

AlexNet NIPS2012 66.2±0.2 70.0±0.2 84.3±0.2 71.3±0.4 59.3±0.5 84.5±0.3 73.9
DAN ICML2015 67.3±0.2 80.5±0.3 87.7±0.3 76.0±0.3 61.6±0.3 88.4±0.2 76.9
RTN NIPS2016 67.4±0.3 81.3±0.3 89.5±0.4 78.0±0.2 62.0±0.2 89.1±0.1 77.9
JAN ICML2017 67.2±0.5 82.8±0.4 91.3±0.5 80.0±0.5 63.5±0.4 91.0±0.4 79.3
MMAN Ours 68.7±0.2 82.2±0.2 90.4±0.2 80.6±0.1 64.7±0.1 91.5±0.2 79.7

TABLE III: Classification accuracy (%) on OFFICE-10+Caltech-10 for unsupervised domain adaptation. From left to right:
transfer methods, references, twelve transfer tasks and average classification accuracy. Methods in top half of the table use
AlexNet as feature extractor while the remain methods employ VGG. Notation: Amazon (A), Webcam (W), Dslr (D) and
Caltech-256 (C). A→W represents the transfer task from Amazon to Webcam.

Transfer Methods Reference A→W D→W W→D A→D D→A W→A A→C W→C D→C C→A C→W C→D Avg

GFK CVPR2012 89.5 97.0 98.1 86.0 89.8 88.5 76.2 77.1 77.9 90.7 78.0 77.1 85.5
AlexNet NIPS2012 79.5 97.7 100.0 87.4 87.1 83.8 83.0 73.0 79.0 91.9 83.7 87.1 86.1
DDC ICCV2015 83.1 98.1 100.0 88.4 89.0 84.9 83.5 73.4 79.2 91.9 85.4 88.8 87.1
RevGrad ICML2015 90.8 98.3 98.7 89.2 90.6 93.8 85.7 86.9 83.7 92.8 88.1 87.9 88.9
DAN ICML2015 91.8 98.5 100.0 91.7 90.0 92.1 84.1 81.2 80.3 92.0 90.6 89.3 90.1
RTN NIPS2016 95.2 99.2 100.0 95.5 93.8 92.5 88.1 86.6 84.6 93.7 94.2 93.4 93.4
WDGRL AAAI2018 89.47 97.89 100.0 93.68 91.69 93.67 86.99 89.43 90.24 93.54 91.58 94.74 92.74
MMAN Ours 96.6 99.3 100.0 97.5 94.3 94.2 88.7 87.0 87.9 93.7 98.3 98.1 94.6
WDAN CVPR2017 92.26 99.28 100.00 92.87 91.87 92.87 86.93 84.12 83.92 93.11 93.67 93.48 92.03
GAKT ECCV2018 90.18 100.00 100.00 95.48 93.98 93.84 88.46 88.84 86.82 95.12 95.36 96.42 93.71
JGSA CVPR2017 84.75 98.64 100.00 85.35 92.28 91.44 85.04 84.68 85.75 91.75 85.08 92.36 89.76
PUnDA ICCV2017 82.86 98.24 99.16 85.86 89.24 89.06 86.64 83.28 83.48 93.12 86.76 90.98 89.06

project the source domain and target domain data into
low dimensional subspaces where the geometrical shift
and distribution shift are reduced simultaneously.

• PUnDA: It simultaneously minimizes the domain dis-
parity while maximizing the discriminative power of
classifiers. In addition, a novel regularized Variational
Bayes (VB) algorithm is also developed for efficient
estimation of the model parameters.

3) Setting up: Training deep networks from scratch on
small datasets results in poor performance. Therefore, an
effective technique used in practice is to fine-tune networks

trained on a related task with large labeled data. Following
other domain adaptation work [43, 60], we implement all deep
methods based on the Caffe framework and fine-tune from
Caffe-provided models of AlexNet and ResNet.

For MMAN model, we use standard back-propagation to
fine-tune the Feature Extractor (only CNN model is used in
image transfer tasks), and train bottleneck Label Predictor
and Domain Classifier. Since these bottleneck layers are
trained from scratch, we set their learning rate to be 10 times
that of the other layers. We use mini-batch stochastic gradient
decent (SGD) with momentum of 0.9 and the learning rate



IEEE TRANSACTIONS ON MULTIMEDIA, VOL. XX, NO. XX, FEB 201X 9

is 0.001, which is adjusted during SGD using the following
formula: η = η0

(1+αp)β
, where p is the training process linearly

changing from 0 to 1, η0 = 0.01, α = 10 and β = 0.75. In
addition, we set λ = 0.1, γ = 0.01.

4) Results: In our experiments, we follow the standard
unsupervised protocol using the entire labeled data in the
source domain and unlabeled data in the target domain. The
classification accuracy results on the six transfer tasks of office-
31 are shown in TABLE I. TABLE II and TABLE III illustrate
the results on ImageCLEF-DA and Office-Caltech, respective-
ly. As fair comparison with identical evaluation setting, all
baseline results are directly cited from their published papers.
From the results, we can observe that the proposed MMAN
model outperforms these representative unsupervised domain
adaptation methods on most transfer tasks, especially in some
hard transfer tasks like A→W and C→W. The performance
of these two hard tasks can reflect the transfer robustness of
algorithms, because the source and target domain are quite
different in the two tasks, which makes it a challenge for
safe transfer. Not only that, with regards to some easy tasks,
e.g., D → W and W → D where domains are similar, the
classification accuracy almost achieve 100%. These results can
demonstrate that MMAN can learn adaptive classifiers and
domain-invariant features for unsupervised domain adaptation.
Office-31: Based on the results of classification accuracy in
TABLE I, we can make the following observations. (1) some
shallow transfer learning methods perform better with more
transferable deep features extracted by ResNet. This confirms
that deep networks can learn abstract feature representations,
which is able to reduce, but not remove the domain dis-
crepancy [70]. (2) Deep transfer learning methods outperform
both DCNN methods (AlexNet and ResNet) and traditional
shallow transfer learning methods. This validates that domain
discrepancy can be further reduced by inserting domain adap-
tation constraints into deep networks (DDC, DAN, RevGrad,
RTN, and JAN). (3) The MMAN outperforms most baseline
methods by large margin including the state-of-the-art model
JAN. The reason is that the triplet loss is a depiction of the
relative distance of data samples in data space, which reflects
more fine-grained categories information of data samples. In
addition, GRL and domain classifier will transfer the fine-
grained categories information to the target task, which can
improve the performance of the target domain task. Although
the MMAN only models the marginal distributions based
on independent feature layers (one layer for MMAN and
RevGrad, and multi-layer for DAN and RTN), not the joint
distribution, fine-grained feature marginal distribution can be
learned by the triplet loss. (4) From the results of MMAN,
AlexNet and RevGrad, we can also show the effect of different
components of MMAN, namely, domain classifier, gradient
reverse layer and multi-channel constraint. From AlexNet
to RevGrad, the average performance is increased by 1.2%,
which illustrates that domain classifier and gradient reversal
layer can reduce domain discrepancy. From RevGrad to M-
MAN, the multi-channel constraint is applied to capture fine-
grained categories information so that the average accuracy
is increased by 5.2%. That is, the learned representations

of MMAN are more discriminative than those of RevGrad.
(5) However, the MMAN does not exceed DuGAN on task
D→ A and W → A. Two reasons, i.e., size of train dataset
and overfitting, can emphasize the experiment phenomenon.
DuGAN is a generative adversarial network based methods
that can generate images to offset the negative effect of training
on small dataset. In addition, compared with target domain
dataset, as the size of source domain dataset is quite small
in task D → A and W → A, the multi-channel constraint
may cause overfitting on source data, which leads to low
generalization on target task.

In addition, we can attain a more in-depth understanding
of feature transferability. (1) In terms of accuracy on recogni-
tion experiments, ResNet-based methods outperform AlexNet-
based methods by large margins. This validates that very deep
convolutional networks, e.g. VggNet [71], GoogLeNet [72],
and ResNet, are able to learn not only discriminative repre-
sentations for main task but also more transferable or domain-
invariant representations for domain adaptation. (2) The M-
MAN model significantly outperforms ResNet-based methods,
illustrating that deep networks can only reduce, but not remove
the domain discrepancy.
ImageCLEF-DA: With more balanced transfer tasks in
ImageCLEF-DA, we can evaluate whether the domain size in-
fluences the transfer performance. The classification accuracy
results based on AlexNet are shown in TABLE II. MMAN
models outperform the baseline methods on most transfer
tasks, but by less improvement. This means that domain
sizes may cause shift. However, MMAN model can still deal
with domain shift caused by domain sizes. In TABLE II, the
performance of MMAN on task P → I and I → C is not
better than RTN. The reasons are as following: In JAN, the
representations from multiple fully connected layers are used
to estimate the domain discrepancy while the MMAN only
uses the feature from the last fully-connected layer. However,
MMAN can still outperform all baselines on the most transfer
tasks.
Office-Caltech: The dataset can provide more transfer tasks to
test the performance of our MMAN model. From the results
in TABLE III, we can observe that MMAN outperforms the
baseline methods on most transfer tasks. Reasons are similar
to the results on Office-31. However, some other interesting
conclusions can be drawn. (1) It has been proved that very
deep convolutional networks is able to not only learn better
representations for general vision tasks, but also learn more
transferable representations for domain adaptation. It is noticed
that WDAN, GAKT, JGSA and PUnDA use the VGG as their
base feature extractor, while the MMAN use the AlexNet for
feature extraction. Surprisingly, the MMAN can still surpass
other shallow and deep methods (WDAN), which can verify
the great power of the multi-channel constraint. (2) Compared
with GAKT which utilizes the semi-supervised knowledge of
target domain, MMAN can suppress GAKT via only capturing
the source domain categories information, which illustrates
the effectiveness of the proposed multi-channel constraint. (3)
In TABLE III, we can observe that MMAN underperforms
WDGRL on task W →C and D→C. Small labeled training
dataset and the overfitting on source data can explain the
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Fig. 3: The representation visualization over transfer tasks A → W and D → W in office-31. Here, we demonstrate the
effectiveness of ourmethod through the learned representation visualization using the t-distributed stochastic neighbor embedding
(t-SNE) [73]. Different colors represents different categorizes except red and blue. Red points are source samples and blue ones
are target samples. (a)-(f) are trained with baseline methods, i.e., RevGrad [60]. (g)-(l) are trained by MMAN. For each model,
we provide three visualization results for each transfer task. For example, as for RevGrad in task A→W , (a)-(c) respectively
show visualization of source features, target features and hybrid features (source and target features). Compared to RevGrad,
our methods successfully fuse the source and target domain features. In addition, features in the same class are mapped closer
and features with different classes are dispersed, which shows the features of MMAN are more discriminative.

experiment phenomenon. In addition, WDGRL proposes an
improved adversarial loss to reduce domain discrepancy while
MMAN uses the original adversarial loss, which may lead
to performance drop. Even so, MMAN can achieve the best
average performance among the mentioned methods.

5) Further Remarks: In this section, we will further dis-
cuss some properties of the proposed model.

Feature Visualization: As shown in Figure 3 (a)-(l), we
visualize the features generated by the Feature Extractor in
task A→W and W→ A learned by RevGrad and MMAN
using t-SNE embedding [73], respectively. As for results on
RevGrad in Figure 3 (a)-(f), features are successfully fused
but it also exhibits a serious problem: features generated are
near class boundary. For example, features of class A in
target domain could be easily mapped to the intermediate
space between class A and class B, which is obviously a
damage to classification tasks. In contrast, the representations
learned by our method as shown in Figure 3 (g)-(l) are more
discriminative and domain-invariant. Specifically, features in
the same class are mapped closer. In particular, features with
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Fig. 4: (a) The classification accuracy results with different γ.
(b) The test error of AlexNet, RevGrad and MMAN during
training.

different classes are dispersed, making the features more
discriminative. The well-behaved learned features illustrate the
effectiveness of the proposed multi-channel constraint which
mines the fine grained categories information. In addition, the
feature distributions of source and target obtained from the
MMAN are much similar than those generated by RevGrad,
which emphasizes MMAN really can learn a common feature
space shared by the source and target. These observations
suggest that the adaptation of MMAN is a powerful approach
to unsupervised domain adaptation.

Parameter Setting and Sensitivity: We check the sensitivity
of the MMAN parameter γ, i.e., the triplet loss weight pa-
rameter of MMAN. Figure 4(a) shows the variation tendency
of accuracy with different γ on task A → W. The accuracy
firstly increases and then decreases as γ varies. The change
of accuracy illustrates that the performance of MMAN is a
little sensitive to the hyper-parameter γ. The reason is that
the proposed multi-channel constraint acted on labeled source
data, has a great power to matching data distribution. However,
the labeled source images are limited for training deep models,
which may cause overfitting on the source domain and low
generalization on the target domain.

Convergence Performance: As the MMAN involves ad-
versarial training and triplets sampling methods, which may
cause the unstable training process [63], it is necessary to
test the convergence performance of MMAN. The convergence
performance of MMAN is shown in Figure 4(b). The results
have shown the error rate of different methods on task A →
W, which supports the following conclusions: (1) Adversarial
training and triplets sampling methods do not trigger the
unstable training. In addition, the offline triplets sampling does
not cause low training efficiency in our experimental settings.
On the contrary, the MMAN has similar convergence speed
as RevGrad. (2) Although the MMAN does not speed up
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TABLE IV: Details of social event dataset including social event name, duration, and documents numbers of each event.

Event ID Event Name Start Time End Time Google (G) Flicker (F)
Images Text Images Texts

1 Senkaku Islands Dispute 2008.06 2012.12 3743 2945 6617 6617
2 Occupy Wall Street 2011.09 2012.09 5601 3108 7151 7151
3 United States Presidential Election 2009.10 2013.01 5169 3446 7352 7352
4 War in Afghanistan 2001.10 2012.08 5373 2915 7172 7172
5 North Korea nuclear program 2000.01 2012.04 3969 2640 8635 8635
6 Greek protests 2011.05 2012.04 3900 2630 7385 7385
7 Mars Reconnaissance Orbiter 2005.04 2012.08 3901 2600 7188 7188
8 Syrian civil war 2011.01 2013.01 4899 3266 7426 7426

the convergence, it has significantly improved accuracy in the
whole procedure of convergence thanks to the multi-channel
constraint.

B. Cross Domain Event Recognition

1) Dataset: For social event recognition task, a popular
dataset called social event detection (SED) dataset [74] has
been proposed. However, there remains several problems so
that we cannot apply SED dataset to our experiments: (1) The
dataset contains only social media descriptions without any
popular social events. (2) In addition, it does not contain multi-
modality cross-domain information. For the above reasons,
the existing SED datasets cannot meet with our requirements,
so we have to collect a new dataset for our evaluation.
To analyze social event data with multi-modality and multi-
domain properties, we mainly focus on 8 complex and public
social events that has occurred in the past few years. And
we follow the procedure of [75–77] to collect the dataset
by ourselves from Google News and Flcikr. The collected 8
social events cover a wide range of topics including politics,
economics, military, society, and so on. For each social event,
there are about 2000 to 9000 documents including texts and its
corresponding images. The details of the dataset are displayed
in TABLE IV.

2) Baseline: In order to illustrate the effectiveness of
different components of the proposed model, ablation study
is carried out on the task Google → Flicker and Flicker →
Google. As shown in TABLE V, we study three variants
of MMAN, i.e. training without gradient reverse layer and
domain classifier, training without multi-channel constraints,
and training without stacked attention based feature extractor
(directly combine the features generated by CNN and LSTM
as final multi-modality representation).

3) Setting Up: The input images are scaled while p-
reserving aspect ratio and centre cropped to 299×299 di-
mensions. Image features are extracted from pretrained 152
layer ResNet [58] model. We take the last layer before the
average pooling layer (of size 14×14×2048) and perform l2
normalization on the depth (last) dimension. The input text
description is tokenized and embedded to a 300 dimensional
vector. The state size of LSTM layer is set to 1024. The depth
C of the second convolution layer in stacked attention model
is 2 and the size of the final fully connected layer is 1024. We
use dropout 0.5 on input features of all layers including the
LSTM, convolutions, and the fully connected layers.

We optimize this model with Adam optimizer [78] with
batch size 128. We use exponential decay to gradually decrease

the learning rate according to the following equation.

lstep = 0.5
step

decay steps l0

The initial learning rate is set to l0 = 0.001, and the decay
step is set to 50K. We set β1 = 0.9 and β2 = 0.999.

TABLE V: Classification accuracy (%) on social event dataset
for unsupervised domain adaptation. From left to right: transfer
methods, two transfer tasks and average classification accu-
racy. All methods use ResNet as feature extractor. Notation:
Google (G) and Flicker (F). G→F represents the transfer task
from Google to Flicker.

Transfer Task G → F F → G Avg

MMAN 40.85 20.33 30.59
No GRL, Domain Classifier 32.38↓8.47 14.36↓5.97 23.37↓7.22
No Multi-channel Constraint 35.68↓5.17 17.57↓2.76 26.63↓3.96
No Stacked Attention 39.73↓1.12 19.84↓0.49 29.79↓0.62

4) Results: As shown in TABLE V, we report the clas-
sification accuracy on social event dataset for unsupervised
domain adaptation. Based on the results, we can find that the
performance of MMAN and its variants are quite low. We can
attribute it to two reasons: (1) The event dataset is directly
collected from the Internet so that the content information
of samples is quite complex. (2) In terms of sample num-
bers and quality, the same event data collected from Google
news and Flicker is different, which can dramatically cause
a huge domain shift between the two domains. All above
factors make the event dataset quite challenging for social
event recognition task. However, based on the results, we can
still observe the effectiveness of different components of our
model: (1) Compared with different variants with MMAN, we
can observe that the performance decline of model without
GRL and domain classifier is the largest among three variants
of MMAN. It indicates that the gradient reverse layer and
domain classifier can play important roles in reducing domain
discrepancy, especially domain gap caused by multi-modality
data. (2) Without the multi-channel constrain, there appears
obvious performance drop, i.e., 5.17% on Google→Flicker and
2.76% on Flicker→Google. The experiment phenomenon il-
lustrates that multi-channel constraint can capture fine-grained
categories information and guides the network to learn more
discriminative representations. (3) Note that the accuracy im-
provement of the MMAN is not significant in comparison with
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the model without the stacked attention, we can still conclude
that with the help of the stacked attention, multi-modality
data feature extractor can generate semantic representation that
benefits recognition task on the target domain.

V. CONCLUSION

This paper presents a multi-channel constraint based multi-
modality adversarial network for unsupervised domain adapta-
tion. Our network is able to not only learn transferable multi-
modality features by stacked attention and transfer frame-
work, but also exploit source domain fine-grained categories
information that could enhance the discrimination of target
samples and boost target performance on single-modality
and multi-modality domain adaptation problem. Our approach
successfully improves the performance on single-modality
benchmark datasets and multi-modality social event dataset
collected by ourselves for unsupervised domain adaptation.
Our future work would focus on the basic theory of multi-
modality transfer learning and applications on cross-domain
social event recognition in multimedia.
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