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a b s t r a c t 

Convolutional Neural Networks (CNN) has been well-studied and widely used in the field of pattern 

recognition. Many pattern recognition algorithms need features extracted from CNN models to adapt to 

complex tasks, such as image classification, object detection, natural language processing and so on. How- 

ever, to deal with more and more complex tasks, modern CNN models are becoming larger and larger, 

contain large number of parameters and computation, leading to high consumption of memory, compu- 

tational and power resources during inference. This makes it difficult to run CNN based applications in 

real time on mobile devices, where memory, computational and power resources are limited. Binariza- 

tion of neural networks is proposed to reduce memory and computational complexity of CNN. However, 

traditional implementations of Binary Neural Networks (BNN) follow the conventional im2col-based con- 

volution computation flow, which is widely used in floating-point networks but not friendly enough to 

cache when it comes to binarized neural networks. In this paper, we propose BitStream, a general archi- 

tecture for efficient inference of BNN on CPUs. In BitStream, we propose a simple but novel computation 

flow for BNN. Unlike existing implementations of BNN, in BitStream, all the layers, including convolu- 

tional layers, binarization layers and pooling layers are all calculated in binary precision. Comprehensive 

analyses demonstrate that our proposed computation flow consumes less memory during inference of 

BNN, and it’s friendly to cache because of its continuous memory access. 

© 2019 Published by Elsevier B.V. 
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. Introduction 

Convolutional Neural Networks (CNN) has emerged as one of

he most widely-used algorithms in the field of pattern recog-

ition, for its superior performance on many tasks such as im-

ge classification [8,13,21] , object detection [14,19,20] , natural lan-

uage processing [6,11] and so on, for its superior performance

ompared to traditional methods [28–31] . However, most modern

NN models contain a large number of parameters and floating-

oint multiply-accumulate operations. For example, the popular

NN model VGG-16 [21] contains 138.85 M parameters and needs

0.76 G floating-point operations during inference. This makes it

ifficult to run CNN-based applications in real time on low-ended

evices where memory, computational and power resources are

argely constrained [12,16] . Nowadays, on the one hand, to deal

ith more and more complex tasks, modern CNN models are be-
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oming larger and larger, on the other hand, the needs to run

NN-based applications on mobile devices are increasing rapidly

5,9,15] , this problem is thus becoming more and more critical. 

Many effort s have been done to improve the computation ef-

ciency of CNN. An important class of these methods are called

inary Neural Networks (BNN) [3,4,18] . These methods present the

arameters and feature maps of CNN as +1 or −1 . In this way,

arameters and feature maps of CNN can be stored bit by bit

n memory. The model size can be then compressed as the fac-

or of 32 ×. What’s more, in binary neural network, the floating-

oint convolution can be calculated through efficient bitwise op-

rations, instead of expensive floating-point multiply-accumulate 

perations. Computation complexity can be then largely reduced.

ecent results of BNN [18] have shown that BNN can get nearly

tate-of-the art performance on the task of image classification. 

However, the efficient implementation of BNN on CPUs is still

 challenging problem and only few of previous works focus on

t. BMXNet [25] is an implementation of BNN on CPUs. It fol-

ows the traditional im2col-based convolution computation flow,

hich is widely used in floating-point convolution. However, when

t comes to binary neural networks, this computation flow is

https://doi.org/10.1016/j.patrec.2019.04.016
http://www.ScienceDirect.com
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Fig. 1. Computation flow of im2col-based convolution. 
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inefficient because of its uncontinuous memory access. Moreover,

in this computation flow, all the other layers, excluding convolu-

tional layers, are calculated in floating-point precision. This can not

only increase the memory consumption, but also reduce computa-

tion efficiency during the whole calculation. There are also other

works focusing on acceleration of BNN on GPUs [17] and FPGAs

[23,27] . 

In this paper, we propose BitStream, a general architecture for

efficient inference of BNN on CPUs. In BitStream, all the kernels

and feature maps are stored in channel-first order. We propose a

simple but novel computation flow for BNN. Different from exist-

ing implementations of BNN, in BitStream, all the layers, includ-

ing convolutional layers, pooling layers and binarization layers are

computed in binary precision. Comprehensive analyses show that

the memory consumption of BitStream is largely reduced com-

pared to that of existing methods. The memory access in BitStream

is more continuous, which is more friendly to cache, and furthure

leading to its high computation efficiency. Extensive experimental

results show that BitStream is not only memory but also compu-

tation efficient compared to other existing algorithms. For exam-

ple, on dual core Coretex-A72 CPUs, BitStream is overall 10 × and

somtimes more than 30 × faster than floating-point im2col-based

convolution on some popular networks. 

2. Preliminary 

The algorithm introduced in this paper is closely related to

im2col-based convolution algorithm. In this section, we first de-

fine the notations used in the whole paper, and then review this

algorithm briefly. We will also introduce how calculation can be

accelerated when parameters and feature maps are all binarized,

that is to say, all the parameters and feature maps are +1 or −1 .

Finally, we will introduce traditional implementations of BNN and

their problems. 

2.1. Notations 

To improve the clarity of description, in this section, we briefly

introduce the notations used in this paper. Notations related to a

convolutional layer are shown in Table 1 . We use capital characters

A, B , . . . to denote floating-point matrices or tensors, and we use

lowercase unbolded characters a, b , . . . to denote a single number.

Lowercase bolded characters a, b, . . . are used to denote a floating-

point column vector. We use a sequence of lowercase characters

included in a pair of bracket [ i, j ] to denote index. And a capital

character followed by an index is used to denote the specific ele-

ment of the tensor. For example, A [ i, j ] is used to denote the ele-

ment at the i ′ th row and j ′ th column of the matrix (or tensor) A . 

2.2. Im2col-based conovlution 

It is well known that convolution can be done through im2col

and GEMM, which can be calculated efficiently via highly opti-

mized libraries [7,26] , this is so called im2col-based convolution.

Im2col-based convolution has been widely used in most mod-

ern deep learning frameworks [1,2,10] . Fig. 1 demonstrates the

main idea of im2col-based convolution algorithm. The main idea
Table 1 

Notations used in this paper. 

i c , i h , i w channels, height and width of inputs 

k h , k w height and width of kernels 

o c , o h , o w channels, height and width of results 

s h , s w stride of convolution on height/width dimensions 

p h , p w padding of convolution on height/width dimensions 

e  

e  

a  

1  

v  

f

∑
 

f im2col based convolution is to first transform the input tensor I

nto a flat matrix I ∗. As the kernel K sliding through both dimen-

ions of I with strides s h , s w 

, the corresponding patch of I is vector-

zed and duplicated into a column of I ∗. For example, the sub-patch

ith blue dashed line borders is vectorized and duplicated to the

rst column of I ∗, the sub-patch with green dashed line borders

s vectorized and duplicated to the second column of I ∗, etc. The

ernel tersor K is directly reinterpreted as a o c × i c k h k w 

matrix K 

∗.

hen the results of convolution can be calculated with GEMM be-

ween K 

∗ and I ∗: O = K 

∗ × I ∗. The output O is automatically stored

n o c × o h × o w 

order after GEMM, so no reordering is needed. 

.3. Acceleration of binary innerproduct 

Innerproduct is the center operation of convolution. When the

nputs of innerproduct are all binarized, that is, when all the in-

uts of inner product are +1 or −1 , it can be calculated efficiently

ia bitwise operation. Suppose that we have two d − dimensional

ectors w, x , each element of which is either +1 or −1 . The inner-

roduct between w and x can be then calculated as follows 

 

T x = 

d ∑ 

i =1 

w [ i ] ∗ x [ i ] = 

d ∑ 

i =1 

I ( w [ i ] ∗ x [ i ] = 1) −
d ∑ 

i =1 

I ( w [ i ] ∗ x [ i ] 

= −1) (1)

here I (·) is a conditional function, defined as I (true ) = 1 and

 ( false ) = 0 . On the other hand, it is obvious that: 

d 
 

i =1 

I ( w [ i ] ∗ x [ i ] = 1) + 

d ∑ 

i =1 

I ( w [ i ] ∗ x [ i ] = −1) = d (2)

onsidering Eqs. (1), (2) can be then rewritten as: 

 

T x = 2 

d ∑ 

i =1 

I ( w [ i ] ∗ x [ i ] = 1) − d (3)

he first term of the right side of Eq. (3) can be accelerated via

fficient bitwise operations, this can be done in two steps. First,

ach N elements of floating-point vectors w and x are packed into

 single N − bit number, where the number +1 is replaced by bit

, and the number −1 is replaced by bit 0, generating two new

ectors w b and x b . The calculation can be then efficiently done as

ollows: 

d 
 

i =1 

I ( w [ i ] ∗ x [ i ] = 1) = 

� d N � ∑ 

i =1 

popcnt(X NOR ( w b [ i ] , x b [ i ])) (4)
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Fig. 2. Floating-point binarized inner product (left) and its acceleration via bitwise 

operations (right). 
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Where popcnt is an operation counting the number of bits set

o 1 in a N − bit number. Fig. 2 shows a simple example for d = 8

nd N = 8 . The binarized floating-point vectors w and x (the blue

ectors at the top left of Fig. 2 ) are first bit-packed as two 8 − bit

umbers w b and x b (the red vectors at the top right of Fig. 2 ). In-

er product between w and x can be then done through just one

ime of XNOR and popcnt between w b and x b . In this way, the com-

utation complexity of floating-point innerproduct can be largely

educed. 

.4. Traditional implementations of BNN and their limitations 

We have introduced im2col-based convolution algorithm and

ow computation can be accelerated when inputs of convolu-

ion are binarized. In this section, we briefly introduce tradi-

ional implementations of BNN and their problems. The left side

f Fig. 3 gives an overview of traditional implementations of BNN.

o calculate the convolution between binarized kernel K and input

 , im2col procedure is first done, (the top to middle part of the

eft side of Fig. 3 ). This procedure is exactly the same as what has

een described in Section 2.2 , generating a transformed matrix I ∗.

uring this stage, the kernel K , stored in order o c × i c × k h × k w 

, is

irectly unfolded to a matrix K 

∗ of size o c × i c k h k w 

. The output of

onvolution O can be then calculated with O = K 

∗ × I ∗. Considering

hat K 

∗ and I ∗ are all binarized, to calculate multiplication between

 

∗ and I ∗ efficiently, bit-packing procedure is then done (the mid-
Fig. 3. Computation flow of traditional implementations of BNN 
le to bottom part of the left side of Fig. 3 ). During this stage, for

 

∗, each N elements at the same row and adjacent columns of K 

∗

re bit-packed into a single N − bit number, generating K 

∗
b 

. For I ∗,

ach N elements at the same column and adjacent rows of I ∗ are

it-packed into a single N − bit number, generating I ∗
b 
. The output

ensor O of the convolution can be then calculated via XNOR and

opcnt operations between K 

∗
b 

and I ∗
b 
. 

There are mainly three problems for traditional implementa-

ions of BNN. First, the dimension of matrix I ∗ generated by im2col

rocedure is i c k h k w 

× o h o w 

, which is several times of the size of

eature maps. This will consume too much extra memory. Second,

he bit-packing of I ∗ needs too much shift and or operations. Third,

uring the bit-packing procedure, each N elements at the same

ow and adjacent columns of I ∗ are bit-packed into a single N − bit

umber. Memory access will be uncontinuous, which is not cache-

riendly. All these three problems will largely reduce the computa-

ion efficiency of BNN. 

. Algorithm 

In this section, we present our proposed computation flow for

NN. The overall architecture of our algorithm is shown in the

ight side of Fig. 3 , which consists of three stages, bit-packing,

hannel-first im2col and binarized matrix to matrix multiplica-

ion. All the kernels and feature maps in BitStream are stored in

hannel-first order, bit-packing procedure is done along the chan-

el dimension, just before channel-first im2col is done. In this way,

emory consumption can be largely reduced, and memory ac-

ess of the whole computation can be more continuous, which is

riendly to cache. 

.1. Data layout 

Before introducing our algorithm, we first describe the data

ayout of BitStream. The data layout of BitStream is designed to

mprove the continuousness of memory access during the whole

omputation. Detailed analyses will be given in Section 3.5 . 

For kernels and feature maps of convolution, we store all of

hem in channel-first order. For i c feature maps, each of size i h × i w 

,

re stored in memory as an array of size i h × i w 

× i c . Kernels of a

onvolutional layer with i c inputs, o c outputs and kernel size of
(left) and optimized computation flow of BitStream (right). 
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k h × k w 

, are stored in memory as an array of size o c × k h × k w 

× i c .

Bit-packed kernels ( K 

∗∗
b 

at the bottom part of the right side of

Fig. 3 ) with height of 
i c k h k w 

N and width of o c , are stored in memory

as an array of size o c × i c k h k w 
N , namely column-major order. 

3.2. Bit-packing 

In the first stage, bit-packing procedure is done (the top to

middle part of the right side of Fig. 3 ). Different from exist-

ing implementations of BNN, in BitStream, all the linear oper-

ations, such as BatchNormalization and Scale operations, are all

fused into bit-packing operation. Consider a stacked layers of

on v olution + BatchNorm + ReLU(Quantization ) , we have shown in

Section 2.3 that: 

w 

T x = 2 

� d N � ∑ 

i =1 

popcnt(X NOR ( w b [ i ] , x b [ i ])) − d (5)

Now we define: 

w � x = 

� d N � ∑ 

i =1 

popcnt(X NOR ( w b [ i ] , x b [ i ])) (6)

The whole computation of Con v olution + BatchNorm + ReLU 

(Quant izat ion ) can be formulated as: 

o = 

{
1 , α w 

T x + b−μ√ 

σ+ ε + β > 0 

0 , otherwise 
(7)

From equations above, we can immediately get the equation as fol-

lows: 

o = 

{
1 , w � x > ξ
0 , otherwise 

(8)

where: 

ξ = 

−β
√ 

σ+ ε
α + μ + d − b 

2 

(9)

We calculate a proper threshold for each channel via Eq. (8) in

advance, and perform bit-packing procedure with shift and or oper-

ations. During this stage, each N elements at the same location and

adjacent channels of the input tensor I are bit-packed into a sin-

gle N − bit number, where numbers greater than the corresponding

thresehold ξ are replaced by bit 1, and other numbers are replaced

by bit 0. Kernels are fixed after training, so for inference only com-

putation, they can be stored in arbitrary format without any extra

memory and time. In BitStream, kernels are all directly stored in

bit-packed format. 

3.3. Binary convolution 

After bit-packing procedure is done, binary convolution can be

calculated in two steps. First, channel-first im2col prcedure is per-

formed (the middle to bottom part of the right side of Fig. 3 ).

Channel-first im2col procedure is the same as what is described

in Section 2.2 , except that as the kernel sliding through the bit-

packed tensor I b along height and width dimensions with stride s h 
and s w 

, the corresponding sub-pactch of I b is unfolded and dupli-

cated to a row of I ∗∗
b 

, instead of a column of I ∗∗
b 

. The convolution

between binarized I and K can be then calculated efficiently via

XNOR and popcnt operations between I ∗∗
b 

and K 

∗∗
b 

. Note that in this

way, the output O is automatically stored in channel-first order, so

no reordering is needed after computation. 

After channel-first im2col procedure is done, binary matrix to

matrix multiplication between I ∗∗
b 

and K 

∗∗
b 

is then calculated via

XNOR and popcnt operations (the bottom part of the right side of

Fig. 3 ). During this stage, each row of I ∗∗
b 

and column of K 

∗∗
b 

are
rst combined with XNOR operation. Popcnt operations are then

one to count the number of bits set to 1 of the combined vector,

enerating a specific element of the output O . As what we have

escribed, the bit-packed kernel K 

∗∗
b 

is stored in column-major or-

er in memory, so during this stage, the memory access of both

atrices I ∗∗
b 

and K 

∗∗
b 

are completely continuous, which is friendly

o cache. 

.4. Binary pooling 

Considering that for two single bits w b and x b , we have: 

ax (w b , x b ) = OR (w b , x b ) (10)

o after bit-packing, max-pooling procedure can be done efficiently

ia OR operation. In this way, computation complexity and mem-

ry consumption can be further reduced. 

.5. Analyses 

In this section, we analyse BitStream and traditional implemen-

ations of BNN in terms of memory consumption, memory access

nd computation complexity. Consider a common stacked layers

on v + ReLU(Quant izat ion ) + Pooling. To simplify our analyses, we

ssume that i c = o c , i h = i w 

= o h = o w 

, and the image size after

ooling is the half of the size of pooling input, which is usually

rue in most layers. We use γ to denote the number of bytes of a

oating-point precision number. 

.5.1. Memory consumption 

We first analyse the memory consumption of traditional im-

lementations of BNN. For convolutional layer, memory consump-

ion of traditional implementations of BNN can be divided into 4

arts, the memory of floating-point inputs, γ i c × i h × i w 

, the mem-

ry of I ∗ generated by im2col procedure, γ i c k h k w 

× o h o w 

, the mem-

ry of bit-packed input I ∗
b 
, which is 

i c k h k w 
8 × o h o w 

and the memory

f floating-point output O , which is γ o c o h o w 

, so for convolutional

ayer, memory consumption of traditional implementations of BNN

s: 

 EM 

con v 
trad = γ i c i h i w 

+ γ i c k h k w 

o h o w 

+ 

i c k h k w 

8 

× o h o w 

+ γ o c o h o w 

(11)

eLU (Quantization) layer is fused into the bit-packing proce-

ure, so in traditional implementations, ReLU (Quantization) layer

oesn’t consume any extra memory. For pooling layer, the memory

onsumption of traditional implementations mainly consists of the

emory of floating-point outputs of pooling: 

 EM 

pool 

trad 
= γ

o c o h o w 

4 

(12)

We then analyse the memory consumption of BitStream. In

itStream, inputs of binary convolutional layer are binarized, so

he memory needed by inputs of convolutional layer is i c 
8 × i h i w 

.

he memory for I ∗∗
b 

generated by channel-first im2col procedure

s 
i c k h k w 

8 × o h o w 

. The size of memory for result O of convolutional

ayer is γ o c o h o w 

. So the memory consumption for convolutional

ayer of BitStream is: 

 EM 

con v 
bs = 

i c 

8 

× i h i w 

+ 

i c k h k w 

8 

× o h o w 

+ γ o c o h o w 

(13)

or ReLU (Quantization) layer, the only needed memory is the bit-

acked output: 

 EM 

relu 
bs = 

o c 

8 

× o h o w 

(14)

or pooling layer, the memory consumption of BitStream is: 

 EM 

pool 

bs 
= 

o c × o h o w 

(15)

8 4 
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Table 2 

Benchmarks of convolution. 

Conv. [ i c , i h , i w ] [ o c , k h , k w ] [ s h ( s w ), p h ( p w )] 

conv1 [96, 27, 27] [256, 5, 5] [1, 2] 

conv2 [256, 13, 13] [384, 3, 3] [1, 1] 

conv3 [384, 13, 13] [384, 3, 3] [1, 1] 

conv4 [64, 56, 56] [192, 3, 3] [1, 1] 

conv5 [64, 56, 56] [64, 3, 3] [1, 1] 

conv6 [64, 56, 56] [128, 3, 3] [2, 1] 

conv7 [128, 28, 28] [128, 3, 3] [1, 1] 

conv8 [256, 14, 14] [256, 3, 3] [1, 1] 
Under the assumption that i c = o c and i h = i w 

= o h = o w 

, the to-

al memory consumption of traditional implementations of BNN

nd BitStream are: 

 EM 

total 
trad = M EM 

con v 
trad + M EM 

pool 

trad 
= i c i 

2 
h [2 . 25 γ + 

(
γ + 

1 

8 

)
k h k w 

] 

(16) 

 EM 

total 
bs = M EM 

con v 
bs + M EC relu 

bs + M EM 

pool 

bs 
= i c i 

2 
h 

(
1 

8 
k h k w + 

9 

32 
+ γ

)
(17) 

espectively. The ratio between memory consumption of traditional

ethods and BitStream is: 

M EM 

total 
trad 

M EM 

total 
bs 

= 

2 . 25 γ + (γ + 

1 
8 
) k h k w 

9 
32 

+ γ + 

1 
8 

k h k w 

> min 

(
2 . 25 γ
9 

32 
+ γ

, 
γ + 

1 
8 

1 
8 

)
(18) 

From Eq. (18) we can see that the memory consumption of Bit-

tream is always less than that of traditional methods. The larger

he kernel size is, the more memory BitStream will save. For ex-

mple, for a common convolutional layer with kernel size of 3 × 3,

nd single floating-point numbers are used in full-precision feature

aps. In this situation, γ = 4 , then 8.53 × of memory will be saved

y BitStream. 

.5.2. Memory access 

In this section, we analyse the memory access of BitStream and

raditional implementations of BNN. The memory access of Bit-

tream is improved mainly in the procedure of bit-packing. 

For traditional implementations of BNN, during the procedure

f bit-packing, each N elements at the same column and adjacent

ows of the matrix I ∗ are bit-packed into a single N − bit number

f the matrix I ∗
b 
. These N elements of I ∗ are stored uncontinuous

n memory. Specifically, for these N elements, address offset be-

ween each two adjacent elements is γ o h o w 

. This means that in

raditional methods, the memory access during the procedure of

it-packing is terribly uncontinuous, which is unfriendly to cache. 

For BitStream, during the bit-packing procedure, each N ele-

ents at the same location and adjacent channels of the input ten-

or I are bit-packed into a single N − bit number of I b . Because the

nput tensor I is stored in memory with order i h × i w 

× i c , these N

lements are stored in a continuous area of memory. So in Bit-

tream, the memory access during this procedure is totally contin-

ous. 

.5.3. Computation complexity 

The computation complexity of BitStream is reduced in two

spects. First, during the procedure of bit-packing, for traditional

mplementations of BNN, bit-packing procedure is performed on

he matrix I ∗ of size i c k h k w 

× o h o w 

. During this stage, i c k h k w 

× o h o w 

imes of shift and OR operations are nedded. For BitStream, bit-

acking procedure is done just before channel-first im2col. Dur-

ng this stage, only i c i h i w 

times of shift and OR operations are

eeded. Under the assumption that i h = o h = i w 

= o w 

, k h k w 

× of

perations are saved. Second, the pooling layer. In traditional im-

lementations of BNN, all the other layers, excluding convolutional

ayers, are computed in floating-point precision. Suppose the ker-

el size of pooling layer is k 2 p . Then for traditional implementa-

ions of BNN, 
o c o h o w 

4 × k 2 p floating-point comparison operations are

eeded. In BitStream, pooling layer is calculated through OR opera-

ions. During this stage, only 
o h o w 

4 × o c k 
2 
p 

N OR operations are needed.

n this way, computation complexity of BitStream can be largely

educed. 
. Experimental results 

In this section, we report the experimental results. To evalu-

te our algorithm, we implement BitStream with C + and multi-

hreaded OpenMP. We benchmark our algorithm on two platforms

isted as follows: 

• A72 × 2 : Dure-core Cortex-A72 up to 1.8GHZ with Linux. 
• A53 × 4 : Quad-core Cortex-A53 up to 1.5GHZ with Linux. 

To compare with other convolution algorithms, we evaluate

everal popular methods listed as follows: 

• Im2col − Open : Floating-point im2col-based convolution im- 

plemented in Caffe [10] , the General Matrix to Matrix Multipli-

cation is calculated with the highly optimized library OpenBLAS

[26] . 
• BMXNet : The state-of-the-art of the traditional implementa-

tions of BNN. To compare with it fairly, we download the code

of BMXNet [25] from [24] and port it to Caffe. 

.1. Experiments on different convolutional layers 

We take 8 convolutional layers appearing frequently in most

odern CNN models [8,13,21,22] listed in Table 2 . For each layer,

e run each algorithm 50 times and take the average execution

ime. Results are shown in Fig. 4 . We can see that BitStream out-

erforms all the other convolution algorithms. 

The left side of Fig. 4 shows the normalized runtime of dif-

erent algorithms on benchmark convolutional layers. Compared

o floating-point im2col-based convolution, BitStream can achieve

ore than 10 × acceleration on all the layers except conv 6. On 5

ut of all the 8 layers, BitStream can get even 30 × acceleration.

ompared to BMXNet, the state-of-the-art of traditional implemen-

ations of BNN, BitStream can get more than 5 × acceleration on

ll the layers except conv 6. On conv 2, conv 3, conv 7 and conv 8, Bit-

tream can be even more than 10 × faster. 

The superiority of BitStream on speed is more obvious on the

latform of A 53 × 4. See the right side of Fig. 4 . BitStream is more

han 15 × faster compared to im2col-based convolution on all the

ayers. Compared to BMXNet, BitStream is overall 6 × faster. This is

ainly because that the cache size of A 53 × 4 CPUs is smaller than

hat of A 72 × 2 CPUs, so improving the continuousness of memory

ccess and reducing the memory consumption during computation

an bring more improvement of computation efficiency. 

.2. Experiments on different networks 

For experiments on different networks, we benchmark our algo-

ithm on four popular networks. VGG-16 [21] , Alexnet [13] , Resnet-

8 [8] and a VGG-like network on CIFAR-10, as the same architec-

ure described in [3] . In all the binary models, the first layer and

he last layer are not binarized. Results are shown in Fig. 5 . 
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Fig. 4. Normalized runtime of different algorithms on different layers on A 72 × 2 (left) and A 53 × 4 (right). 

Fig. 5. Normalized runtime of different algorithms on different networks on A 72 × 2 (left) and A 53 × 4 (right). 
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4.3. Memory consumption 

We have analysed theoretically in Section 3.5 that BitStream

can largely reduce the memory consumption compared to tradi-

tional methods, in this section, we report the experimental results

of memory consumption of different algorithms. Note that in these

results, all the memory consumption, including memory for pa-

rameters, inputs and outputs of layers, and intermediate memory

needed during computation are considered. We evaluate the mem-

ory consumption of different algorithms on different layers and

networks decribed in the previous Section, results are shown in

Fig. 6 . 

The left side of Fig. 6 shows the comparison of memory con-

sumption of different algorithms on different layers. Interestingly,

in the layer conv 5, the memory consumption of BMXNet is even

larger than that of floating-point im2col-based convolution. And
n layers conv 4, conv 6 and conv 7, the memory consumption of

MXNet and floating-point im2col-based convolution are similar.

his is mainly because that BMXNet needs an extra area of mem-

ry to store the bit-packed input I ∗
b 

(see Fig. 3 ). In some situa-

ions, the size of this area of memory may be larger than the

ize saved by binarization of convolutional parameters. We can

ee from this figure that compared to BMXNet, BitStream can save

verall 5 × memory on benchmark convolutional layers. 

The right side of Fig. 6 shows the normalized memory con-

umption of different algorithms on different networks. We can

ee that on most networks, more than 2.5 × memory is saved by

itStream compared to BMXNet. This ratio is smaller than the re-

ults shown in the left side, this is because that in all the binary

odels, the first layer and last layer are not binarized, the mem-

ry consumption of all the algorithms on these layers are the same.

he ratio of memory saved by BitStream is then reduced. 
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Fig. 6. Normalized memory overhead of different algorithms on different layers (left) and different networks (right). 
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. Conclusion 

In this paper, we propose BitStream, a general framework for

fficient inference of Binary Neural Networks (BNN) on CPUs. In

itStream, we propose a simple but novel memory management

trategy, as well as a new computation flow for BNN. Compared

o existing implementations of BNN, our algorithm can not only

educe memory consumption, but also improve the continuous of

emory access during the inference of BNN. Computation com-

lexity is also largely reduced. Comprehensive analyses and exper-

ments on different networks and hardware platforms show that

ur algorithm outperforms traditional implementations of BNN in

he aspects of both memory consumption and computation effi-

iency. 
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