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Abstract—Oracle character is one kind of the earliest hiero-
glyphics, which can be dated back to Shang Dynasty in China.
Oracle character recognition is important for modern archae-
ology, ancient text understanding, and historical chronology,
etc. To overcome the limitation and class imbalance of training
data in oracle character recognition, we propose a classification
method based on deep metric learning. We use a convolutional
neural network (CNN) to map character images to an Euclidean
space where the distance between different samples can measure
their similarities such that classification can be performed by
the Nearest Neighbor (NN) rule. Because new categories are
still being discovered in reality, our model enables the rejection
of unseen categories and the configuration of new categories.
To accelerate NN classification, we also propose a prototype
pruning method with little loss of accuracy. The proposed method
exceeds the state of the art on the public dataset Oracle-20K and
outperforms CNN with softmax layer on a new dataset Oracle-
AYNU.

Keywords-oracle character recognition; dense convolutional
network; deep metric learning; nearest-neighbor classifier

I. INTRODUCTION

At the earliest stages of creating hieroglyphics, oracle

characters were inscribed on cattle bones or turtle shells for

making divinations about 3000 years ago. Oracle characters

recorded various human activities during that period, thereby

constituting a foundation for the study of Chinese etymologies

as well as providing a glimpse into the history of China.

Different from general character recognition such as hand-

written Chinese character recognition [1], [2], [3], oracle

character recognition has the characteristics that much fewer

training samples are available and the number of training

data varies a lot among categories. Only a handful of papers

aim to recognize oracle characters automatically: Sheng et al.

[4] present a recognition method that represents each oracle

character as a non-directed graph, which treats end points and

intersection as nodes; Li et al. [5] propose a coding based

method for recognizing oracle characters; Guo et al. [6] design

a novel hierarchical representation for oracle character that

combines Gabor-related low-level features and sparse encoder

[7] related mid-level ones. It is complementary to convo-

lutional neural network (CNN) based models[8]. Compared

with rule-based recognition methods [4], [5], CNN is of great

advantage for its capacity and generalization ability. However

oracle character data has two main obstacles in contrast to

other famous datasets such as ImageNet [9]: (1) the number

of samples varies a lot among categories; (2) the number of

samples is quite insufficient with respect to the number of

categories. Guo et al. [6] do not encounter these issues because

their oracle character dataset contains sufficient data for small

number of categories.

Considering the data insufficiency and class imbalance,

we propose to recognize oracle characters based on nearest

neighbor (NN) rule with metric learning [10]. A CNN model

is trained with triplet loss [11] to map oracle character images

to an Euclidean space where the distance can measure the

similarity. With the learned distance metric, the NN classifier

[12] is then used to recognize oracle characters. Experiments

show that our method can improve the accuracy significantly

compared to CNN with softmax layer on a new dataset Oracle-

AYNU. Moreover, similar to [13] which extends upon the NN

to an open-set classifier, our model can also reject instances

of unseen categories and figure out new categories. This is

more practical and valuable because new categories are still

being discovered in reality. We also design a prototype pruning

method to accelerate the NN search with little loss of accuracy.

The main contributions of this paper are as follows:

• As far as we know, this work leads the first to utilize

metric learning and NN classifier to solve the data imbal-

ance and data insufficiency problems in oracle character

recognition;

• Our model can reject instances from unseen categories

and figure out new categories;

• We propose a prototype pruning method to accelerate the

procedure of NN search.

II. RELATED WORKS

Deep Learning Based Sketch Recognition. In some sense,

oracle character can be regarded as sketch drawn in ancient

fashion. Early work on sketch recognition extracts hand-

crafted features followed by feeding them to a classifier. Yu
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Fig. 1: The network architecture of our task. The input of our network is a 64 × 64 × 1 oracle character image, it is firstly fed into four
consecutive densely connected dense blocks, each of which is followed by a transition layer. After the last transition layer is a dropout
layer [14], followed by a fully-connected layer whose output size is 128 and a L2 normalization layer.

et al. [15] lead the first to propose a multi-scale and multi-

channel deep learning framework, which releases models from

human-designed features. It occupies two characteristics: (1)

it incorporates a multi-channel generalisation that encodes

sequential ordering in the sketching process; (2) it is a multi-

scale network and assembles with joint Bayesian fusion. As far

as we know, there is only one paper which recognizes oracle

characters by CNN [6], but it only conducts experiments on

more balanced data and covers small-scale categories.

Deep Metric Learning. Briefly speaking, deep metric learning

[16], [17] aims to learn a metric function modeled by a

deep nerual network for measuring the similarity between

instances. For example, FaceNet [11] proposes a system that

directly learns a mapping from face images to a compact

Euclidean space. Once this space has been built, recognition,

verification and clustering can be easily implemented via

various techniques. During training, FaceNet uses triplets of

roughly aligned matching/non-matching face patches to get a

triplet loss. The triplets are generated via a novel online triplet

mining method.

Dense Convolutional Network. Dense Convolutional Net-

work (DenseNet) [18] connects each layer to all its subsequent

layers. Plain convolutional networks with L layers have L
connections, while DenseNet has

L(L+1)
2 direct connections.

DenseNet has several compelling advantages: it alleviates

the vanishing-gradient problem, encourages feature reuse,

strengthens feature propagation and substantially reduces the

number of parameters. As mentioned above, the oracle char-

acter data is insufficient, these advantages can make network

easier to train. Therefore, our network is constructed based on

DenseNet blocks.

III. PROPOSED METHOD

The proposed method first uses a CNN with DenseNet

blocks for distance metric learning, and then recognition is

performed using the NN rule. In the following subsections,

we first introduce the network architecture, the loss and the

training procedure. Then, the classification rule is introduced.

Last but not least, because the NN search is time-consuming,

a prototype pruning method is illustrated to accelerate this

procedure.

BN-ReLU-Conv

BN-ReLU-Conv

BN-ReLU-Conv

BN-ReLU-Conv

Fig. 2: Our dense block structure. Each of our dense block has 9
layers and a growth rate of 6, which means that all the internal
features x1, x2, ..., x9 have 6 channels. The output of this dense
block is the concatenation of x0, x2, ..., x9, which is then fed into
the transition layer.

A. Network Architecture

Our net mainly consists four densely connected blocks each

of which is followed by a transition layer. The last transition

layer is followed by a fully-connected layer. Fig.1 illustrates

the layout of the resulting DenseNet schematically.

In each dense block, direct connections from each layer to

its subsequent layers are built. Fig.2 illustrates the data stream

in one block. Consequently, the �th layer receives the feature-

maps of all preceding layers, x0,...,x�−1, as input:

x� = H�([x0, x1, ..., x�−1]). (1)

[x0, x1, ..., x�−1] refers to the concatenation of the feature

maps produced in layers 0,...,�-1. H�(·) is defined as a

composite function of three consecutive operations: batch

normalization (BN) [19], followed by a ReLU [20] and a 3×3
convolution (Conv).

The size of feature map in each block is unchanged, it is

subsampled by the transition layers which do convolution and

pooling. The transition layers used in our experiments consist

of a batch normalization layer and a 1× 1 convolutional layer

followed by a 2× 2 average pooling layer.

Finally, we utilize a dropout layer, a fully-connected layer

and a L2 normalization layer to map the final feature maps to
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Fig. 3: The Triplet Loss minimizes the distance between an anchor
and a positive, maximizes the distance between the anchor and a
negative. Positive and anchor are of the same category, negative
otherwise.

a unit vector. The Euclidean distance of such two unit vectors

can measure the similarity of their corresponding input images.

B. Training Algorithm

In our task, an image x can be embedded into a d-

dimensional Euclidean space via f(·), which is modeled

by CNN. We constrain the embeddings to live on the d-

dimensional hypersphere (||f(x)||2 = 1). Then the triplet loss

is calculated in this space. Here we want to ensure that an

oracle character image xa
i (anchor) is closer to all other images

xp
i (positive) of the same category than it is to any image xn

i

(negative) of any other category. This is visualized in Fig.3.

Thus we want,

||f(xa
i )− f(xp

i )||22 + α < ||f(xa
i )− f(xn

i )||22, (2)

∀(f(xa
i ), f(x

p
i ), f(x

n
i )) ∈ τ.

Here α is a margin that is enforced between positive and

negative pairs. τ is the set of all possible triplets in the training

set and has cardinality N , thus i = 1, 2, ..., N .

The loss that is being minimized is

L =
N∑

i=1

[||f(xa
i )− f(xp

i )||22 − ||f(xa
i )− f(xn

i )||22 +α]+. (3)

Here [·]+ means max(·, 0), so if a triplet satisfies equation 2,

it will not backward propagate any gradient, otherwise its

gradient will make xa
i closer to xp

i and futher from xn
i .

Because a large proportion of the triplets has no contribution

to updating parameters, it is crucial to select hard triplets

that are active enough to improve the model. The training

procedure consists of two stages. In the first stage, both xn
i

and xp
i are randomly selected. After the convergency, the

model obtains the ability to distinguish hard or simple triplets.

Thus the training of the second stage focuses on hard triplets,

specifically each mini-batch consists of N anchor-positive

(xa
i , x

p
i ) pairs and each of them belongs to a unique category.

In order to construct the hard triplets (xa
i , x

p
i , x

n
i ), we calculate

the distance of f(xa
i ) and f(xp

j ) for all j �= i and select the

nearest one as the xn
i .

C. Classification Rule

After mapping the oracle character images into the d-

dimensional Euclidean space, the classification can be solved

d1

Fig. 4: This figure shows the embeddings in Euclidean space for
four instances. The shape(circle or triangle) refers to the category.
d1, d2, d3 refers to the distance and d3 > d2 > d1. If we remove the
blue circle, the green circle will be inaccurately classified into the
category of triangle according to NN classifier, so the blue circle is
a support prototype and can not be removed.

by NN rule. The training set {xi|i = 1, 2, ..., n} is embedded

offline to get n prototypes. For a test instance x̂, we embed it

into the Euclidean space f(x̂) and find its nearest prototype,

i.e., argminxi ||f(x̂) − f(xi)||22. Then we classify x̂ into the

category of its nearest neighbour. Because the NN classifier is

an inherent open-set classifier, we also use it to do rejection

and open-set classification:

• For a character image of an unseen category, its distance

with the nearest prototype tends to be larger. Therefore a

threshold can be set to fulfill rejection.

• Once prototypes of new categories are provided, the NN

classifier can recognize instances of these categories.

Thus our method can take more and more categories into

account.

D. Prototype Pruning

Despite the superior performance, NN classification suffers

from the shortage of high consumption of storage and compu-

tation due to the large number of prototypes. This consumption

can be reduced by means of prototype pruning [21]. The

proposed prototype pruning method is similar with [22] but has

a better performance for the introducing of outlier prototypes.

Specifically, the prototype pruning method retains two types

of prototypes:

• Support prototypes. As the definition of support vector in

support vector machine [23], support prototype refers to

the prototype that holds the decision boundary of the NN

classifier. If a prototype holds the decision boundary, it

can be interpreted as removing this prototype will cause

some mistakes. Support prototypes are selected via this

property. It is obvious that removing an prototype can

only result in misclassification for instances belonging

to the same category. Therefore when judging support

prototypes, we just need to check whether removing it re-

sults in misclassification for training instance of the same

category. The condition that removing an prototype x will
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result in a misclassification for x′ can be formulated as:

d3 > d2 > d1,

where d1 = ||f(x′)− f(x)||2,
d2 = minx′′′∈Ĉ ||f(x′′′)− f(x′)||2. (4)

d3 = minx′′∈C ||f(x′′)− f(x′)||2.

Here, C means the set of prototypes which have the same

category with x except for x and x′, Ĉ means the set of

prototypes in other categories. Once the above condition

is satisfied, f(x) is proved a support prototype. We show

an example in Fig.4.

• Outlier prototypes. As seen in Fig.5, the appearances

for oracle characters of the same category vary a lot.

Therefore, an outlier often represents a distinct instance

which is of more significance because of its irreplaceabil-

ity. According to the loss function(3), the inliers should

satisfy (2). However the outlier prototypes don‘t often

satisfy (2) because it is distinct with other instances of the

same category. We use the same margin α as (3) to detect

the outlier prototypes. If x is an outlier prototype, then

for any x′ of the same category, the following formulation

is satisfied:

||f(x′)− f(x)||22 > d2 + α, d = minx′′∈Ĉ ||f(x′′)− f(x′)||2. (5)

Here Ĉ means the set of instances of other categories.

IV. EXPERIMENTS

The proposed method is evaluated on two datasets with

different class distributions. We first evaluate the generalized

classification performance on two datasets. Then the per-

formance of rejecting instances from unseen categories and

open-set classification is evaluated. Furthermore, we show the

advantage of the proposed prototype pruning method by some

contrast experiments.

A. Datasets

• Oracle-AYNU. The oracle character dataset Oracle-

AYNU consists of 2583 categories including 39062 in-

stances (2 to 287 instances per category). All of them

are binary images and are resized to 64*64. We show

some instances in Fig.5. It is utilized to confirm the

effectiveness of our method when classifying known

categories, discovering and classifying unseen categories

and pruning prototypes.

• Oracle-20K. Oracle-20K [6] is composed of 20,039

oracle character instances belonging to 261 categories.

The largest category consists of 291 instances, whereas

the smallest category contain 25 instances. It is utilized to

confirm the generalization of our method. Guo et al. [6]

only perform experiment of classifying known categories,

we perform the same experiment with our method and

compare the results.
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Fig. 6: The relationship between accuracy and number of training ex-
amples. The vertical axis means the average accuracy, the horizontal
axis means the number of training instances per category.

TABLE I: Experiment results on Oracle-AYNU

Model Accuracy
DenseNet with softmax 76.23%

Ours 83.37%

B. Classification
We evaluate the classification performance of the proposed

method on two datasets and compare with the CNN classifier

with softmax output layer. For each category of Oracle-AYNU,

10% of them are testing instances and the others are training

instances. We guarantee that there is at least one testing

instance for each category. The α in triplet loss is 0.2 in

accordance with [11]. In order to effectively contrast our

method and softmax layer based method, we adopt the same

hyper-parameters, optimization algorithm [24] and network

architecture (except for the last layer, one is softmax and the

other is L2 normalization).
Experiment results on Oracle-AYNU are shown in TABLE

I. Fig.6 reflects the relationship between accuracy and number

of training examples. The proposed method outperforms the

softmax layer based method in most cases. Taking classes with

fewer than ten training instances as an example, our method

achieves an accuracy of 71.23% on average, while the softmax

layer based method only 60.07%.
The proposed method is also evaluated on the Oracle-20K

dataset [6] to verify the generalization. Similar to the setup

of [6], two third instances of each category are used for

training, the others are used for testing. Experiment results on

Oracle-20K are shown in TABLE II. Without external data, [6]

achieves an accuracy of 89.2% which exceeds the state of the

art at that time. Our method produces a large improvement by

an accuracy of 92.43%. In addition, from the table we can see

that the accuracy of DenseNet with softmax layer is 92.81%, a

little higher than ours in Oracle-20K. It is reasonable because

Oracle-20K sidesteps the obstacles of Oracle-AYNU.

C. Rejection
As described above, our model can be used to reject

instances from unseen categories based on their distances with

the nearest neighbors. We take 258 categories from the 2583

categories in Oracle-AYNU as unseen categories, containing

3502 instances. 10% instances of each known category are

used for testing, the others are used for training.
Fig.7 shows the distribution of distance with the nearest

neighbour for known and unseen categories. The distribution
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Fig. 5: Some oracle character images from Oracle-AYNU, and every 3 images in the same column come from the same category.

TABLE III: Comparison between our prototype pruning method and other methods

Pruning Method Candidate Prototypes Percentage Pruned Accuracy
Support prototypes (RNN [22]) 6575 19.52% 73.67%

Random selected 6575 19.52% 77.83%
Random selected 7450 22.12% 79.03%

Random selected + Outlier prototypes 7450 22.12% 78.80%
Support prototypes + Outlier prototypes(Ours) 7450 22.12% 81.17%

No pruning 33675 100% 83.37%

TABLE II: Experiment results on Oracle-20K

Model Accuracy
Hierarchical representations based recognition[6] 89.2%

DenseNet with softmax 92.81%
Ours 92.43%

0.00%

1.00%

2.00%

3.00%

4.00%

5.00%

6.00%

Pr
op

or
tio

n

Distance with nearest neighbour

Seen categories Unseen categories

X=0.354

Fig. 7: The distribution of distance with the nearest neighbour for
known and unseen categories. The vertical axis means the proportion,
the horizontal axis means the distance. The red dashed line means
the threshold that we use to reject instances from unseen categories.

for known categories is counted on testing set. A large

distinction can be seen from the figure, compared with the

known categories, the unseen categoies mainly distributed

on larger distance. A threshold should be set for rejection.

We denote the accuracy for correctly rejecting unseen cate-

gories as accuracynn, correctly accepting known categories

as accuracypp. The threshold is selected by maximizing the

average of accuracynn and accuracypp. In this way, we get a

threshold of 0.354. Based on this threshold, 80.76% examples

of unseen categories can be accurately rejected and 76.68%

examples of known categories are accurately accepted.

D. Open-Set Classification

The traditional softmax layer based classifier can not be

easily adapted to new categories, however the NN classifier is

an inherent open-set classifier. Our method can adapt to new

categories as long as the corresponding instances are provided.

The partition of Oracle-AYNU is same as section C. We

have 2325 known categories and 258 unseen categories. The

known categories include 4886 tesing instances and 34176

training instances. The unseen categories include 3502 in-

stances. We train our model on the training set of known

categories and gradually add new categories into our testing

set. When we add a new category into the testing set, every

instance will be configured as an prototype. When classifying

an instance with NN, we need to leave out its corresponding

prototype if it comes from unseen categories. The accuracy

when gradually adding new categories are shown in Fig.8.

The accuracy doesn‘t drop as the new categories becoming

more.

E. Prototype Pruning

Under the NN rule, the consumption of storage and compu-

tation is proportional to the number of prototypes. Therefore

we prune the prototypes except for support prototypes and

outlier prototypes. The partition of Oracle-AYNU is same as

subsection A. The α used for detecting the outlier prototypes

in (5) is also set as 0.2 which is consistent with (3).

Among the 33675 prototypes, there are 6575 support proto-

types and 957 outlier prototypes, 82 prototypes belong to both

of them. Some results are shown in TABLE III.

From the table we can see that, although the union set

of support prototypes and outlier prototypes only consists of

22.12% prototypes, it can hold a relatively high accuracy.
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Fig. 8: The accuracy as more and more new categories are taken into
account. The vertical axis means the accuracy, the horizontal axis
means the number of new categories that are taken into account.

To further claim the effectiveness, we figure out some other

experiments. Actually, merely using support prototypes is

exactly the strategy adopted in [22]. However, its accuracy is

even lower than using the same amount of randomly selected

prototypes. Thus, there is a doubt whether support prototypes

are valid. However, when combined with outlier prototype-

s, randomly selected samples will fall into a worse result

compared with support prototypes, 78.80% versus 81.17%.

Because the union set of support prototypes and outlier

prototypes contains 7450 prototypes, the performance of 7450

randomly selected prototypes is also evaluated for comparison.

Results show that the accuracy of ours is still higher.

V. CONCLUSION

In this paper, we propose a method for oracle character

recognition based on NN classification with deep metric

learning. In our method, a CNN maps oracle character images

to a compact Euclidean space for measuring the similarity.

We also propose a prototype pruning method for accelerating

the NN search procedure in classification. Experimental results

on two datasets show that the proposed method yields higher

recognition accuracy than conventional CNN classifier, and

in addition, it can reject instances of unseen categories and

recognize new categories if prototypes are provided. In the

future work, we plan to apply the proposed method to real

ancient oracle characters collected from oracle bones, and the

metric learning can be improved by selecting better triplets.
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