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Abstract 

Rotary steerable system (RSS) is a directional drilling technique which has been applied in oil 
and gas exploration under complex environment for the requirements of fossil energy and geological 
prospecting. The nonlinearities and uncertainties which are caused by dynamical device, mechanical 
structure, extreme downhole environment and requirements of complex trajectory design in the actual 
drilling work increase the difficulties of accurate trajectory tracking. This paper proposes a model-based 
dual-loop feedback cooperative control method based on interval type-2 fuzzy logic control (IT2FLC) and 
actor-critic reinforcement learning (RL) algorithms with one-order digital low-pass filters (LPF) for three- 
dimensional trajectory tracking of RSS. In the proposed RSS trajectory tracking control architecture, an 
IT2FLC is utilized to deal with system nonlinearities and uncertainties, and an online iterative actor- 
critic RL controller structured by radial basis function neural networks (RBFNN) and adaptive dynamic 
programming (ADP) is exploited to eliminate the stick–slip oscillations relying on its approximate 
properties both in action function (actor) and value function (critic). The two control effects are fused 
to constitute cooperative controller to realize accurate trajectory tracking of RSS. The effectiveness of 
our controller is validated by simulations on designed function tests for angle building hole rate and 
complete downhole trajectory tracking, and by comparisons with other control methods. 
© 2017 The Franklin Institute. Published by Elsevier Ltd. All rights reserved. 
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1. Introduction 

Deep-seated and offshore hydrocarbon exploration is of significance to obtain fossil 
energy resources while facing worldwide energy shortage. Rotary steerable system (RSS) 
is a directional drilling technique which has been expected to drill complex curved borehole 
trajectories accurately and smoothly in the complex stratum or deep ocean under extreme 
working conditions [1,2] . Nevertheless, in actual drilling experiments the trajectory tracking 

errors and stick–slip oscillations always exist. The borehole trajectories may even deviate 
from the desired drilling trajectory in overly complicated and extreme situations. The down- 
hole environment usually contains different rock layer hardness, high/low temperature and 

pressure, ray interference and other unknown disturbances, which not only lead numerous 
intense nonlinearity and time-variation to systems, but also increase the difficulties of control 
for RSS. In order to guarantee convergence and improve the trajectory tracking accuracy, a
number of advanced control algorithms have been studied and applied in RSS [3–8] . 

A great number of RSS control systems only consider an empirical model or a numerical
model, which directly link the overall angle change rate to the directional force applied in
RSS. For example, an empirical model is applied and the attitude control of bottom hole
assembly (BHA) has been realized in [9] . Most oilfield technique companies also design and
manufacture their RSS mechanisms via empirical models or numerical models and use open 

loop or traditional PID controller to realize downhole trajectory tracking. Empirical models 
could not fully reflect the dynamic behaviors and variations of the system, and they are
difficult to be applied to simulate real drilling model in borehole propagation [10] . Other
researches based on empirical models focus on stability control of a specific part of RSS
including downhole stability platform, disc valve, servo motor or other downhole directional 
mechanisms. These works could not guarantee the stability of overall system and are hard
to realize synergetic control of different parts of RSS to obtain desired borehole trajectory.
In recent years, several analytical models are presented. In [11] , according to three different
simplifications and assumptions, several novel RSS models are established as linear uncertain 

borehole propagation equations with internal delays based on dynamic mechanical analysis 
by Downton. In [12–16] , Perneder and Detournay formulate a three-dimensional directional 
drilling model using nonlinear delay differential equations, which is the benchmark model of 
our work and will be introduced in detail in S ection 2 . In the way of controller design based
on analytical model, a L 1 adaptive controller containing a state predictor, an adaptive law and
a control law based on RSS rigid mathematical model [11] has been proposed in [4] . Based on
two-dimensional simplification of RSS model [13] , a robust output feedback control method 

for guaranteeing system stability and decreasing borehole oscillations has been presented in 

[3,6] . Based on a directional drilling model which combines the coupled axial-torsional drill
string dynamics and a rate-independent bit-rock interaction law [16] including both cutting 

and frictional effects, Besselink et al. [17] propose a feedback control strategy using drag
bits to overcome torsional stick–slip oscillations in vertical drilling systems. Using the same 
model with [17] , a robust output-feedback control strategy based on skewed- μ DK-iteration 

is presented to eliminate stick–slip oscillations [18] . 
The interval type-2 fuzzy logic controllers (IT2FLC) and reinforcement learning (RL) are 

two main control strategies applied in our RSS controller design. IT2FLC with inference sys-
tem and knowledge library is utilized to deal with the problem of trajectory tracking control
for RSS in this paper. Fuzzy logic including type-1 and type-2 has been widely used in con-
trol systems [19–24] , intelligent computation [25–27] and other information fields [28–29] . 
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ompared with type-1 fuzzy logic controller (T1FLC), IT2FLC has advantages in dealing
ith nonlinearities, uncertainties and disturbances [30–33] . The downhole drilling work can
e easily influenced by many nonlinearity and uncertainty elements, such as lithology, temper-
ture, pressure, mechanical structure of BHA, rate of penetration (ROP) and others [34,35] .
herefore, these intense uncertainties in RSS and the downhole circumstances should be given
onsideration in controller design and may be solved by using IT2FLC to a certain extent.
n IT2FLC, fuzzy sets consist of three-dimensional fuzzy membership functions (MFs) with
ootprint of uncertainty (FOU). The fuzzy inference outputs are not crisp values but MFs
f type-1 fuzzy sets. Thus, in order to obtain crisp outputs as control input, IT2FLC needs
o reduce the type-2 fuzzy outputs to type-1 fuzzy outputs, and further obtain crisp outputs
y means of defuzzification. The increase of dimensions of fuzzy rules and MFs enhances
bilities of fuzzy systems in dealing with complex uncertainty and nonlinear mapping, which
s expected to decrease input nonlinearities, uncertainties and distance delays in RSS. 

Reinforcement learning based on Markov decision processes (MDP) has been applied in
obot control and decision [36,37] , industrial process control [38,39] , complex system pro-
ramming and control [40–43] , etc. In trajectory tracking control, including but not limited to
irectional drilling, the actor-critic algorithms in RL have been applied in UAV flight trajec-
ory control [44] , navigation behavior of mobile robots [45] , AUVs trajectory tracking [46] ,
tc. Differing from actor-only and critic-only algorithms, actor-critic algorithms are of impor-
ance on being able to obtain optimal control policies via low-variance gradient estimations
nd usually have better convergence properties [47] . Actor which can be regarded as action
unction approximator is utilized to search and output optimal control signal, and critic which
an be regarded as value function approximator is designed to evaluate control performance of
ctor according to system states and reinforcement signals. Adaptive dynamic programming
ADP) is an important adaptive critic design method which can be applied to avoid curse
f dimensionality in parameters storage and calculation, and establish online gradients up-
ate structure to approximate optimal Bellman equation. Application of actor-critic controller
ith ADP in our RSS trajectory tracking controller is to approximate reference trajectory for

mooth tracking and stick–slip elimination. 
This paper mainly focuses on the three-dimensional trajectory tracking controller design

or a static push-the-bit RSS described in [12] . A model-based dual-loop feedback cooperative
ontrol architecture of RSS for the trajectory tracking consisting of IT2FLC and online actor-
ritic RL controller with one-order digital low pass filter (LPF) is proposed. In order to
ontrol the trajectories of inclination and azimuth of drill bit simultaneously, the directional
orce which is used to drive drill bit is decomposed to two force components to control
nclination and azimuth respectively. The each control output signal component is a linear
uperposition of IT2FLC and actor-critic RL controller. The total control output is the vector
um of the two components. 

The main contributions of this paper are described as follow: 

(1) A model-based dual-loop feedback cooperative control method for RSS to realize accu-
rate and smooth downhole three-dimensional trajectory tracking are presented. In this
control method, a dual-loop feedback controller which is constructed by IT2FLC and
actor-critic RL algorithm respectively is designed. Meanwhile, for the sake of opti-
mizing the drilling trajectory further, a one-order low-pass filter is applied to reduce
high-frequency noises in control output which is generated by cooperative controller. 
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Fig. 1. Three components of RSS and their relationships [12] . 

 

 

 

 

 

 

 

 

 

 

(2) In order to realize accurate trajectory tracking control, an online iterative actor-critic RL 

control algorithm based on radial basis function neural networks (RBFNN) and ADP is 
proposed. The actor-critic control framework consists of critic network which is utilized 

to approximate value/cost function and actor network which is utilized to approximate 
action function. 

(3) Considering actual drilling application environment, stable angle building hole rate val- 
idation and complex curve trajectory test are design in simulation studies. The practica- 
bility and effectiveness of proposed control method in actual application are validated 

by these desired trajectories. 

This paper is organized as follows. Section 2 introduces mathematical model of RSS. 
Section 3 proposes the overall control architecture and introduces one-order digital low pass 
filter used in this paper. Section 4 discusses IT2FLC designed in this paper. In section 5 ,
actor-critic controller which applied in RSS is presented. In Section 6 , some trajectory tracking
simulations are given and the performances of the controller proposed in this paper is verified
by comparisons. Finally, several conclusions and expectations are discussed in Section 7 . 

2. Rotary steerable system model 

Considering the directional propagation of the borehole in three-dimensional space, we 
decompose the drilling direction which are tangent to the borehole trajectory into inclination 

and azimuth. The inclination points to the direction of gravity, and the azimuth is orthogonal
to the inclination and parallel to the horizontal plane. The RSS model developed by Perneder
and Detournay [12–16] is static push-the-bit RSS system and consists of three components: 
(1) BHA model is simplified to Euler–Bernoulli beam and describes relationships between 

the penetration of drill bit into the rock and forces exerted on the bit; (2) bit/rock interface
laws reflect the rock fragmentation and other dissipative processes between the cutter and 

the rock while drilling; (3) kinematics express the relationships of axial and lateral motions.
Relationships of these three components are shown in Fig. 1 and details can be obtained in
[3,13,48] . 

The geometry and its diagrammatic sketch of the RSS are shown in Fig. 2 . [ e x , e y , e z ] T 

in three-dimensional space represents the base coordinates of borehole trajectory. e z points 
to the direction of gravity and is used to describe inclination. e x is perpendicular to e z (i.e.
the direction with respect to azimuth). e y is orthogonal to both e x and e z . λi , ( i = 2 , …,
n ) is defined as the segment length of BHA between i th and ( i + 1)th stabilizer, and λ1 
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Fig. 2. Geometry of RSS [13] . 

i  

b  

B  

a  

d  

i  

o  

i  

b  

d  

b
i  

a
 

b  

t  

d
 

b  
s the length from the bit to the first stabilizer. �λ1 , ��(0,1) is the distance between the
it and the directional mechanism where the directional force is exerted by the wellbore.
 is the borehole axis defined by a set of reference points on the bit, and D is the BHA
xis which may deviate from the borehole axis B because of bit rotation. In most cases the
eviation between B and D can be regarded as zero for simplification. The borehole trajectory
s described by its inclination �( S ) and azimuth �( S ) ( S ∈ [0, L ] is a curvilinear coordinate
f actual borehole trajectory). L is the length of drilling in the borehole and expressed by bit
nclination θ ( L, s ) and bit azimuth φ( L, s ) ( s ∈ [0, L BHA 

] is the curvilinear coordinate of drill
it while drilling). L BHA 

is the length of BHA measured by position sensor. A dimensionless
rilling distance ξ = L / λ1 as an independent variable is used to formulate the dynamics of
orehole propagation according to the rate independent of bit/rock interface laws [16] . When ξ

s applied to replace L , the bit inclination and azimuth can be described as θ ( ξ, s ) = θ ( ξλ1 , s )
nd φ( ξ, s ) = φ( ξλ1 , s ) , respectively. 

According to [12] , the RSS can be modeled as an Euler–Bernoulli beams with a constant
ending stiffness EI. Define a scaled dimensionless characteristic force as F 

∗ = 3EI/ λ21, then
he directional forces and moments can be transformed into dimensionless parameters that
epend on ξ and F 

∗ . 
The three-dimensional borehole trajectory evolution equations with zero walk angle has

een expressed in [12] . Considering that the gravity load term has little influence on drilling
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direction, we ignore this term and transform the evolution equations into nonlinear differential 
equation with multiple constant delay terms as follows: ⎧ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎨ 

⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎩ 
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−χ
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′ . 

(1) 

In ( Eq. 1 ), η and χ stand for the lateral and angular steering resistance, respectively.
Г2 and Г3 stand for the RSS forces along inclination and azimuth directions, respectively. 
Constant П represents the active weight-on-bit. The terms F b and M b stand for the relative 
orientation of the bit with respect to the chord, which links the bit and the first stabilizer.
F r and M r represent the dependence of forces and moments at the bit on the RSS force. F i 

and M i with subscript i represent the constraints imposed by the geometry of the borehole. 
These coefficient expressions above mentioned for BHA can be seen in [13] . �i = �( ξ i )
and �i = �( ξ i ) for i = 2,…, n represent the delayed location of the i th stabilizer of the
inclination and azimuth. 〈 �〉 1 and 〈 �〉 1 stand for the average inclination and azimuth between 

drill bit and the first stabilizer. 〈 �〉 i and 〈 �〉 i for i = 2,…, n represent the average inclination
and azimuth, and can be expressed as follow, respectively: 

〈 �〉 i = 

1 

κi 

∫ ξi 

ξi−1 

�( σ ) dσ (2) 

〈 �〉 i = 

1 

κi 

∫ ξi 

ξi−1 

�( σ ) dσ (3) 

where the ξi = ξ − ∑ i 
j=1 κ j for i = 1, 2,…, n and j = 1, 2,…, i . Coefficient κ i = λi / λ1 is

the dimensionless length of the i th BHA segment. 

2.1. Continuous state space model 

According to the properties of ( Eq. 1 ), the RSS model can be rewritten as first order
continuous state space equation as follows: 

x 

′ ( ξ ) = A 0 x ( ξ ) + 

n ∑ 

i=1 

A i x ( ξi ) + B 0 ( ξ ) �( ξ ) + B 1 ( ξ ) �′ ( ξ ) (4) 

where x = [ x �, x �] T = [ �, 〈 �〉 1 , …, 〈 �〉 n , �, 〈 �〉 1 , …, 〈 �〉 n ] T is the system state related to
dimensionless distance ξ . A i , i = 1 and i = 2,…, n are system matrices representing Euler–
Bernoulli beams between the bit and directional mechanism, and drill strings between two 

adjacent stabilizers, respectively. B 0 and B 1 are distance-varying input matrices depending on 

inclination �( ξ ). Scaled force Г = [ Г2 , Г3 ] T represents the decomposed directional forces of
inclination and azimuth, respectively. 
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In this paper, we just consider the state space equation of RSS with two stabilizers, which
s reasonable confirmed by Kremers et al. [3] . So, ( Eq. 4 ) could be simplified with system
atrices A 0 , A 1 , A 2 (see Appendix as: 

 

′ ( ξ ) = A 0 x ( ξ ) + 

2 ∑ 

i=1 

A i x ( ξi ) + B 0 ( ξ ) �( ξ ) + B 1 ( ξ ) �′ ( ξ ) (5)

here ξ 1 = ξ – κ1 and ξ 1 = ξ – κ1 – κ2 . 
It is assumed that the inclination and azimuth sensors are installed between the drill bit

nd directional mechanism [ 7 , 8 ]. Then the measured output y = [ θ0 (ξ ) , φ0 (ξ ) ] T is influenced
y the coefficients ηП, F b , F r , F i and can be expressed as follow: 

 = 

1 

η
 − F b 

[
η
� − F b 〈 �〉 1 + F r 2 + F 1 ( 〈 �〉 1 − 〈 �〉 2 ) 
η
� − F b 〈 �〉 1 + F r 3 + F 1 ( 〈 �〉 1 − 〈 �〉 2 ) 

]
. (6)

Rewrite ( Eq. 6 ) into output equation: 

 = Cx ( ξ ) + D �( ξ ) (7)

here C is output matrix and D is direct control matrix with respect to the configuration of
HA. The forms of C and D can be seen in Appendix A. 

.2. Discrete state space model 

In order to realize online reinforcement learning and iterative computation, the continuous
SS model is converted into discretization form. Set the dimensionless sampling distance
f RSS is S d , and set p 1 = κ1 / S d , L 1 = � κ1 / S d � , d 1 = p 1 – L 1 , p 2 = ( κ1 + κ2 )/ S d , L 2 =
 ( κ1 + κ2 ) / S d � , d 2 = p 2 – L 2 , 0 ≤ d 1 , d 2 < 1 ( �� represents fractions are rounded down). The
orehole trajectories of sampling points are approximated by using zero order holder. Discrete
tate space equation and output equation of BHA is expressed as follows 
 

 

 

 

 

 

 

 

 

 

 

 

 

x ( k + 1 ) = G 0 x ( k ) + G 11 x ( k − L 1 ) + G 12 x ( k − 1 − L 1 ) + G 21 x ( k − L 2 ) + G 22 x ( k − 1 − L 2 ) 

+ H 0 ( k ) �( k ) + H 1 ( k ) �′ ( k ) 
= G 0 x ( k ) + G 11 x ( k − L 1 ) + G 12 x ( k − 1 − L 1 ) + G 21 x ( k − L 2 ) + G 22 x ( k − 1 − L 2 ) 

+ H ( k ) u ( k ) 
y ( k ) = Cx ( k ) + D �( k ) 

(8)

here the G 0 , G 11 , G 12 , G 21 , G 22 , H 0 ( k ), H 1 ( k ) in ( Eq. 8 ) can be seen in Appendix B, and
 ( k ) u ( k ) = H 1 ( k ) �( k ) + H 2 ( k ) �’( k ). 

. Trajectory tracking control architecture and one-order low pass filter 

.1. Trajectory tracking control architecture 

The trajectory tracking control architecture of RSS is shown in Fig. 3 which is a model-
ased dual-loop control system composed by an interval type-2 fuzzy logic controller and an
ctor-critic RL controller. Simultaneous adoption of these controllers can guarantee tracking
ccuracy and smoothness, while eliminate slip–stick oscillations as well. Considering that
eneral type-1 fuzzy logic controller is inadequate in dealing with violent nonlinearity and
ncertainty, IT2FLC is designed based on system errors and their derivatives. From the con-
roller characteristics, IT2FLC is similar to nonlinear proportional differential (PD) controller
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Fig. 3. Three-dimensional trajectory tracking control architecture of RSS. 
The vectorization blocks mean that multiple vectors constitute a new vector, and the dimension of the new vector is 
sum of all the vectors in the instant k . 

 

 

 

 

 

 

 

 

and it displays stronger robustness [49] which can be exploited to deal with more difficult
uncertainties and nonlinearities in control systems. In addition, applications of IT2FLC for 
actual trajectory can narrow the search space of actor-critic controller in another one closed-
loop to guarantee system convergence and reduce the time for online learning. These advan- 
tages are of great significance for practical drilling engineering applications. The actor-critic 
controller consists of two groups of actor and critic networks constituted by RBFNN related
to inclination and azimuth respectively. The critic networks receive system states and evaluate 
system performances in the form of value functions. The actor networks provide control input
to RSS model in the form of action functions according to the reference trajectory, system
states and value functions. Networks parameters of actor and critic are updated based on the
value functions, control effects and other indices which reflect system performances. Actor- 
critic controller in overall control architecture makes the drilling trajectories more accurate 
and smooth. 

In order to eliminate further stick–slip oscillations and high-frequency noises in inclination 

and azimuth, and reduce frequent changes in azimuth while drilling in the initial state caused
by inclination, the first-order digital LPF are applied to the control system to alleviate these
problems. 
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.2. One-order low pass filter 

For the sake of reducing stick–slip oscillations further in RSS trajectory tracking control,
PF for inclination and azimuth respectively are designed as follows: 

 �( k + 1 ) = ( 1 − λ�) u �( k ) + λ�

(
u a�( k ) + u f �( k ) 

)
(9)

 �( k + 1 ) = ( 1 − λ�) u �( k ) + λ�

(
u a�( k ) + u f �( k ) 

)
(10)

here u a �, u a � and u f �, u f � are control outputs of IT2FLC and actor-critic controller respec-
ively. u � and u � are cooperative control outputs which are filtered by LPFs for inclination
nd azimuth respectively. 0 < λ�, λ� < 1 represent coefficients of LPFs. 

LPFs are used to further reduce high-frequency stick–slip oscillations, which makes drilling
rajectory smoother. It is of significance on enhancing working life of directional mechanism.

. Interval type-2 fuzzy logic controller 

The interval type-2 fuzzy logic controller in RSS control architecture is utilized to track
eference borehole trajectories while drilling. The antecedents and consequents of fuzzy infer-
nce engines are interval type-2 fuzzy sets and crisp numbers respectively (A2-C0) [50] . For
 fuzzy controller with two input variables and an output variable, the n -th rule in rulebase
 of type-2 fuzzy sets can be described as follows: 

˜ 
 

n → I F x 1 i s ˜ X 

n 
1 and x 2 i s ˜ X 

n 
2 , T H E N y i s Y 

n (11)

here x 1 , x 2 are the input variables of fuzzy antecedents. y is the output variable of a con-
equent. ̃  X 

n 
i ( i = 1, 2) are type-2 fuzzy sets of antecedents. Y 

n = [ y n , ȳ n ] is an interval of

uzzy set. The FOU of ˜ X 

n 
i and Y 

n which are formed by embedded type-1 fuzzy sets are
ounded by upper and lower MFs. The boundaries of lower and upper MFs fuzzy MFs are
epresented as type-2 MFs, i.e. μ ˜ X n = [ f n , f̄ n ] . Similarly, y n and ȳ n are lower and upper MF
f Y 

n , respectively. 
The input variables of IT2FLC are set as the measured system output error e = y – y r

nd its derivative ˙ e = ˙ y − ˙ y r , where y r is the reference borehole trajectories of inclination and
zimuth. In most cases, in order to make the error and error derivative ranges match with
uzzy logic fields, they need to be scaled by controller gains K e � and K ed � for inclination,
nd K e � and K ed � for azimuth, respectively. Similarly, output gains K u � and K u � are used
or amplifying the crisp outputs of IT2FLC. 

The error and error derivatives are fuzzified by seven triangle type-2 MFs into fuzzy sets
enoted by seven linguistic variables shown in Fig. 4 . The ranges of all the linguistic variables
re determined from –6 to + 6 based on design experience, and FOUs bounded by different
pper and lower MFs are filled in different colors, respectively. 

The fuzzy inference engine is driven by Takagi–Sugeno–Kang (TSK) fuzzy inference model
n this paper which has 49 rules determined by the number of MFs and input variables
shown in the Table 1 ). Most of the fuzzy rules are obtained by prior knowledge and design
xperience, and part of them are adjusted based on controller performance. Fuzzy inference
ormed by the IF-THEN rules shown in ( Eq. 11 ) is utilized to construct a nonlinear mapping
rom fuzzy inputs to outputs. Before defuzzification, the outputs of inference needs to be
educed from type-2 fuzzy sets to type-1 fuzzy sets, namely type reduction. Karnik–Mendel
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Fig. 4. MFs of type-2 fuzzy logic controller. 
The linguistic variables of fuzzy sets are defined as follow: NL-negative large, NM-negative medium, NS-negative 
small, ZE-zero, PS-positive small, PM-positive medium, PL-positive large. 

Table 1 
Interval fuzzy rules of control architecture. 

e d \ e NL NM NS ZE PS PM PL 

NL NL NL NL NL NM NS ZE 

NM NL NL NL NM NS ZE PS 
NS NL NL NM NS ZE PS PM 

ZE NL NM NS ZE PS PM PL 

PS NM NS ZE PS PM PL PL 

PM NS ZE PS PM PL PL PL 

PL ZE PS PM PL PL PL PL 

 

 

 

 

 

 

(KM) algorithm [30] is commonly utilized for type reduction which has an advantage of
lowering the computing cost. The basic form of KM algorithms can be represented as follow
[30] : 

y lt = min 

L∈ [ 1 ,N−1 ] 

∑ L 
n=1 y 

n f̄ n + 

∑ N 
n= L+1 y 

n f n ∑ L 
n=1 f̄ 

n + 

∑ N 
n= L+1 f 

n 
(12) 

y rt = max 

R∈ [ 1 ,N−1 ] 

∑ R 
n=1 ȳ 

n f n + 

∑ N 
n= R+1 ȳ 

n f̄ n ∑ R 
n=1 f 

n + 

∑ N 
n= R+1 f̄ 

n 
(13) 

where y lt and y rt are left and right end points of centroid interval, respectively. In order to
reduce computing time further in real-time drilling fields, a type reduction method named 

enhanced opposite direction search (EODS) algorithm based on KM [51] is utilized in our
IT2FLC, which has faster computing speed than conventional KM algorithm [52] . Solutions 
of y lt and y rt are solved by searching the positive process and negative process simultaneously
via iterative computation until the two processes meet based on the fact that y L ≤ y lt ≤ y L+1 

and ̄y R ≤ y rt ≤ ȳ R+1 . Accordingly, the crisp output can be expressed as follows: 

y = 

y lt + y rt 

2 

. (14) 

The IT2FLC used in RSS trajectory tracking control can make the drill bit track the
reference borehole trajectory roughly without the requirement of complex formula derivation 
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n control theory. In addition, it narrows search space of optimal control parameters and reduce
ime of online iterative learning for the following actor-critic networks, which is embedded
n our control architecture to further improve and optimize tracking accuracy and stick–slip
limination. 

. Online actor-critic learning controller 

The actor-critic algorithm in RL consists of actor and critic which are used to obtain
ction function and value/cost function, respectively. In this paper, we use the actor-critic
ramework with adaptive dynamic programming to construct an online reinforcement learning
ontroller to realize more accurate trajectory tracking for RSS model which is established by
onlinear differential equation with multiple constant delay terms. Correlated system stability
nalysis of online RL algorithms indicates that the closed system tends to uniformly ultimate
oundedness (UUB) while the persistent excitation (PE) condition requirement is satisfied
 41 , 42 ]. 

.1. Critic network design 

In the actor-critic controller, the critic network is used to approximate the long-term cost
unction J. Before the system state x ( k ) transits to new state x ( k + 1), the control outputs
rom actor network and system outputs will generate an immediate reward or a utility function
 ( k ) to evaluate the system performance under the current step action, where r ( k ) is defined
s follows: 

 ( k ) = ( y ( k ) − y r ( k ) ) T Q ( y ( k ) − y r ( k ) ) + u a ( k ) 
T R u a ( k ) (15)

here y r ( k ) is the desired system trajectory, and u a ( k ) is the control output of actor network
n actor-critic controller. Q and R are positive semi-definite and positive definite matrices with
ppropriate dimensions, respectively. 

The cost to go function in the Bellman equation J ( k ) which is defined as follows [53] : 

 ( k ) = 

∞ ∑ 

t=0 

γ t r ( k + t ) (16)

here γ is a discount factor for the finite horizon problems (0 < γ < 1). So from ( Eq. 16 )
t can be seen that the cost to go function is the accumulation of discount immediate reward
unction. In this paper, considering that the RBFNN with a clustering of nonlinear kernels
an approximate any functions to an arbitrary degree of accuracy, it is used to construct the
ritic network to approximate the desired cost to go function for inclination and azimuth,
espectively 

ˆ 
 �( k ) = ˆ ω 

T 
c�( k ) h c ( x �( k ) ) , h c ( x �( k ) ) ∈ � 

m 1 ×1 (17)

ˆ 
 �( k ) = ˆ ω 

T 
c�( k ) h c ( x �( k ) ) , h c ( x �( k ) ) ∈ � 

m 1 ×1 (18)

here ˆ ω c�(k) ∈ � 

m 1 ×1 and ˆ ω c�(k) ∈ � 

m 1 ×1 ( m 1 = 3 is the dimensions of input vectors x �

nd x �) are the actual NN weights which are the estimations of optimal network parame-
ers W c � and W c �, respectively. h c ( x �( k )) and h c ( x �( k )) are outputs of NN hidden layers
nd represented by Gaussian basis functions. For convenient to estimate the inclination and
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azimuth which RSS drills, we use two RBF networks to evaluate system performances of cor-
responding parts of BHA model respectively and approximate optimal cost to go functions. 
Accordingly, the optimal cost to go functions J ∗c�(k) and J ∗c�(k) are constructed with approx-
imation errors εc ( x �( k )) and εc ( x �( k )) according to Weierstrass higher order approximation
theorem [54] as follows: 

J ∗c�( k ) = W 

T 
c�h c ( x �( k ) ) + ε c ( x �( k ) ) (19) 

J ∗c�( k ) = W 

T 
c�h c ( x �( k ) ) + ε c ( x �( k ) ) . (20) 

According to adaptive critic designs theory, the prediction error of critic networks for 
inclination and azimuth are defined by cost to go functions and reward functions [53] 

e c�( k ) = γ ˆ J �( k ) − ˆ J �( k − 1 ) + r �( k ) (21) 

e c�( k ) = γ ˆ J �( k ) − ˆ J �( k − 1 ) + r �( k ) . (22) 

The quadratic objective functions to optimize critic networks are defined as 

E c�( k ) = 

1 

2 

e T c�( k ) e c�( k ) (23) 

E c�( k ) = 

1 

2 

e T c�( k ) e c�( k ) . (24) 

In order to obtain optimal critic NN weights, the standard gradient descent algorithms 
supervised by back propagation is used to update NN weights 

ˆ ω c�( k + 1 ) = ˆ ω c�( k ) + � ˆ ω c�( k ) (25) 

ˆ ω c�( k + 1 ) = ˆ ω c�( k ) + � ˆ ω c�( k ) (26) 

where � ˆ ω c�(k) and � ˆ ω c�(k) are the weight correction terms which are given as follow: 

� ˆ ω c�( k ) = −αc�
∂ E c�( k ) 

∂ ̂  ω c�( k ) 
= −αc�γ h c�( x �( k ) ) 

(
γ ˆ J �( k ) − ˆ J �( k − 1 ) + r �( k ) 

)
(27) 

� ˆ ω c�( k ) = −αc�
∂ E c�( k ) 

∂ ̂  ω c�( k ) 
= −αc�γ h c�( x �( k ) ) 

(
γ ˆ J �( k ) − ˆ J �( k − 1 ) + r �( k ) 

)
(28) 

where αc � and αc � are adaption NN gains. It is indicated that the weights of critic networks
are updated online according to system states, reward signal, discount factor, cost to go
function and its past value, etc. 

5.2. Actor network design 

First, define tracking error in current distance instant k as e ( k ) = x ( k ) – x r ( k ). Then, the
tracking error in distance instant k + 1 is 

e ( k + 1 ) = x ( k + 1 ) − x r ( k + 1 ) 

= G 0 e ( k ) + G 11 e ( k − L 1 ) + G 12 e ( k − 1 − L 1 ) + G 21 e ( k − L 2 ) + G 22 e ( k − 1 − L 2 ) 

+ H ( k ) ( u ( k ) − u r ( k ) ) (29) 
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here x r ( k ) and its delay terms are desired system states. u r ( k ) is expected system control
nput. 

Similar to the construction of the optimal cost to go function in critic networks, the desired
ontrol inputs are designed by using RBF networks as follow: 

 r�( k ) = W 

T 
a�h a ( s �( k ) ) + ε a ( s �( k ) ) (30)

 r�( k ) = W 

T 
a�h a ( s �( k ) ) + ε a ( s �( k ) ) (31)

here u r �( k ) and u r �( k ) are desired control signals for inclination and azimuth, respectively,
amely u r ( k ) = [ u r �( k ), u r �( k )] T . W a � and W a � are optimal weights for u r �( k ) and u r �( k ).
 �( k ) = [ x �( k ), y �( k ), y r �( k ), e �( k )] T for inclination and s �( k ) = [ x �( k ), y �( k ), y r �( k ),
 �( k )] T for azimuth are actor networks input vectors, respectively. y �( k ) and y �( k ) are elements
f system output vector y ( k ) = [ y �( k ), y �( k )] T . Similarly, y r �( k ), y r �( k ) and e �( k ), e �( k )
re elements of reference input vector y r ( k ) and tracking error vector e ( k ). The actual actor
etworks outputs based on RBFNN to approximate desired control signals are designed as
ollow: 

 a�( k ) = ˆ ω 

T 
a�( k ) h a ( s �( k ) ) , h a ( s �( k ) ) ∈ � 

m 2 ×1 (32)

 a�( k ) = ˆ ω 

T 
a�( k ) h a ( s �( k ) ) , h a ( s �( k ) ) ∈ � 

m 2 ×1 (33)

here ˆ ω a�(k) ∈ � 

m 2 ×1 and ˆ ω a�(k) ∈ � 

m 2 ×1 ( m 2 is the dimensions of input vectors s � and
 �) are the actual weights of actor networks. u a �( k ) and u a �( k ) are actual NN outputs which
re used to control the downhole trajectory tracking of inclination and azimuth. 

The approximate errors of the two networks in actor are defined 

a�( k ) = u a�( k ) − u r�( k ) = ˜ ω 

T 
a�( k ) h a ( s �( k ) ) − ε a ( s �( k ) ) (34)

a�( k ) = u a�( k ) − u r�( k ) = ˜ ω 

T 
a�( k ) h a ( s �( k ) ) − ε a ( s �( k ) ) (35)

here ˜ ω a�(k) = ˆ ω a�(k) − W a� and ˜ ω a�(k) = ˆ ω a�(k) − W a�. 
Construct the networks error for actor networks based on cost to go function generated

y critic networks and approximate errors in actor networks for inclination and azimuth,
espectively: 

 a�( k ) = 

√ 

‖ H �‖ δa�( k ) + 

(√ 

‖ H �‖ 
)−1 ( ˆ J �( k ) − J ∗c�( k ) 

)
(36)

 a�( k ) = 

√ 

‖ H �( k ) ‖ δa�( k ) + 

(√ 

‖ H �( k ) ‖ 
)−1 ( ˆ J �( k ) − J ∗c�( k ) 

)
(37)

here H � and H �( k ) are vectors for inclination and azimuth in input matrix H ( k ) (The
lements in input matrix of inclination are not changing with instant k ). 

Define the quadratic error functions to minimize the actor networks errors for control inputs

 a�( k ) = 

1 

2 

e T a�( k ) e a�( k ) (38)

 a�( k ) = 

1 

2 

e T a�( k ) e a�( k ) . (39)
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Similar to the update of critic NN weights, the optimal control signals generated by actor
networks for inclination and azimuth are obtained by standard gradient descent 

ˆ ω a�( k + 1 ) = ˆ ω a�( k ) + � ˆ ω a�( k ) (40) 

ˆ ω a�( k + 1 ) = ˆ ω a�( k ) + � ˆ ω a�( k ) (41) 

� ˆ ω a�(k) and � ˆ ω a�(k) can be expended by chain rules 

� ˆ ω a�( k ) = −αa�

∂ E a�( k ) 

∂ ̂  ω a�( k ) 
= −αa�h �( s �( k ) ) 

(
‖ H �‖ δa�( k ) + 

ˆ J �( k ) − J ∗c�( k ) 
)

(42) 

� ˆ ω a�( k ) = −αa�

∂ E a�( k ) 

∂ ̂  ω a�( k ) 
= −αa�h �( s �( k ) ) 

(
‖ H �( k ) ‖ δa�( k ) + 

ˆ J �( k ) − J ∗c�( k ) 
)

(43) 

where αa � and αa � are the adaption NN gains. In ( Eqs. 42 ) and ( 43 ), we use the system output
errors e α�( k ) = y �( k ) – y r �( k ) and e α�( k ) = y �( k ) – y r �( k ) to replace approximate error terms
‖ H �(k) ‖ δa�(k) and ‖ H �(k) ‖ δa�(k) respectively in inclination and azimuth because e α� and
e α� can reflect the convergence properties of approximate error terms, and desired control 
u r is difficult to obtain due to the complex downhole environment in the actual drilling
works. 

5.3. Online learning framework for actor-critic controller 

In every instant k of a complete trajectory tracking process, network parameters are adjusted 

via computing gradients and propagating backward iteratively until system converges to ideal 
states. It is an online real-time learning framework that uses reinforcement signal to realize
system dynamic optimization. According to the critic networks and actor networks design 

above, the online reinforcement learning process can be regarded as policy evaluation and 

policy improvement respectively. Critic networks are utilized to evaluate system performances 
which are regulated by control policy that is fused by actor networks and IT2FLC, and actor
networks are utilized to improve policy to realize accurate trajectory tracking effects. The key 

process of this framework is explained in details as follows. 

6. Simulation studies 

In this section, we use the control method proposed in this paper to realize the downhole
trajectory tracking control. For the reason of process of project, we simulate the trajectory
tracking effects by using MATLAB. 

The chosen parameters of BHA model are shown in Table 2 [3,10] . 

6.1. Angle building hole simulation 

Angle building hole rate is an important index to evaluate the directional performance 
of RSS. In order to realize the stationary control of angle building hole rate, we set rela-
tively large values considering actual mechanical structures and construct linear trajectories for 
inclination and azimuth, respectively. Considering that the relationships between inclination 

and azimuth, the trajectories to test angle building hole rates are designed as follow: 
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Algorithm 1 Actor-critic controller with online learning. 

1. Given system reference trajectories y r . Pick initial state x 0 , y 0 , pick large positive number N as inner loop 
iterations, and small positive numbers β� and β� for inclination and azimuth respectively as the converge 
tolerances. Also, set discount factors γ �, γ �, adaption gains αc �, αc �, αa �, αa �, and choose appropriate 
kernel parameters b c �, c c �. b c �, c c � for critic networks and b a �, c a �. B a �, c a � for actor networks 
according to Gaussian kernel properties. Actor-critic network weights ˆ ω c�, ˆ ω a�, ˆ ω c�, ˆ ω c� are initialized 
randomly. 

2. Set iterative index iter = 0. 
3. begin 
4. for sampling distance k � (0, L ) 
5. Compute system states x �, x � and outputs y �, y � with current control inputs u �, u �. 
6. Update system errors e α� and e α�. 
7. Compute reward function r �, r � in current instant. 
8. begin critic networks 
9. Compute the cost to go function ˆ J �, ˆ J � from Eqs. (17) and ( 18 ). 
10. Update the critic networks weights ˆ ω c�, ˆ ω c� from Eqs. (25) and ( 26 ). 
11. end 
12. begin actor networks 
13. Compute control outputs u a �, u a � of actor-critic controller from Eqs. (32) and ( 33 ). 
14. Update the actor networks weights ˆ ω a�, ˆ ω a� from Eqs. (40) and ( 41 ). 
15. end 
16. end for 
17. iter = iter + 1. 
18. if ( ‖ e c�‖ + ‖ e a�‖ > β� or ‖ e c�‖ + ‖ e a�‖ > β�) and iter < N , back to 4. 
19. end 
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r ( ξ ) = 

{
0, ξ ∈ [ −( κ1 + κ2 ) , 0 ] 
0. 05 ξ, ξ ∈ [ 0, ∞ ] 

(44)

r ( ξ ) = 

{
π
2 , ξ ∈ [ −( κ1 + κ2 ) , 0 ] 
π
2 − 0. 05 ξ, ξ ∈ [ 0, ∞ ] 

. (45)

For the interval [–( κ1 + κ2 ), 0], x ∈ C ( [ −( κ1 + κ2 ) , 0 ] , � 

3 ) , where C is the functions in
anach space mapping the interval [–( κ1 + κ2 ), 0] to � 

3 [10] . After parameters adjustment
y trial and error, the relevant parameters in actor-critic controller are designed in Table 3 . 
able 2 
eometry parameters of BHA. 

ymbol BHA model parameters Value [Unit] 

1 Length from the bit to the first stabilizer 3.66 [m] 

2 Length from the first stabilizer to the second stabilizer 6.10 [m] 

1 Dimensionless length of the first BHA segment 1 [dimensionless] 

2 Dimensionless length of the second BHA segment 2/1.2 [dimensionless] 
Proportion of the length from the bit to the directional mechanism in 

the length from the bit to first stabilizer 
1/6 [dimensionless] 

 r Inner radius of the BHA 0.053 [m] 
 r Outer radius of the BHA 0.086 [m] 

Lateral steering resistance 30 [dimensionless] 
Scaled active weight-on-bit 30 [dimensionless] 
Angular steering resistance 0.1 [dimensionless] 
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Table 3 
Parameters in actor-critic controller for trajectory ( Eqs. 44 ) and ( 45 ). 

Q R γ αc αa 

� 10 diag[1,1] 0.5 0.01 0.05 
� 10 diag[1,1] 0.5 0.01 0.05 

Fig. 5. Trajectories tracking effects of inclination and azimuth. 

 

 

 

 

 

 

 

 

 

 

 

 

System initial values of inclination are set to small positive numbers to avoid azimuth 

direct divergence in the initial states according to ( Eq. 1 ). The trajectories tracking effects for
inclination and azimuth are shown in Fig. 5 . 

It is indicated that the drill bit can track the trajectories of inclination and azimuth accu-
rately and smoothly from Fig. 5 through the cooperative control of IT2FLC and actor-critic
controller based on online iterative learning with LPF. At the beginning of azimuth, there
exist several frequent oscillations which could have undesirable effects on the smoothness of 
trajectory. According to analysis on system characteristics, it is mainly caused by the nonlin-
ear amplification coefficient 1/sin � related to inclination in the input matrices of state space 
equation. This coefficient makes change of azimuth violently frequent when inclination is in 

transient process. One purpose of controller is to reduce the amplitude and frequency of oscil-
lation in inclination and azimuth simultaneously. Theoretically, if the oscillations of azimuth 

can be reduced as we expect, the transient process of inclination must be smooth enough.
Compared with other control methods, the proposed control method has better tracking effects 
in reducing the amplitude and frequency of azimuth oscillations just as shown in Fig. 6 (b). 

For the sake of representing the overall trajectory tracking control effects intuitively, digital 
PID, T1FLC, IT2FLC and IT2FLC with actor-critic controller (IT2FLC + AC in Fig. 6 ) are
used to compare with proposed control method (IT2FLC + AC with LPF in Fig. 6 ). The
trajectory tracking errors of them are shown as follow. 

It is indicated that the digital PID algorithm is not effective enough both in system con-
vergence and oscillation elimination. Similarly, T1FLC algorithm cannot eliminate system 

oscillation and has relatively large stability errors in azimuth. According to Fig. 6 , RSS
system is unstable both in inclination and azimuth by using above two control algorithms.
IT2FLC algorithm is hard to eliminate the stick–slip oscillations in the transient process and 

stabilize angle building hole process. Both inclination and azimuth in the drilling process 
exist periodic oscillations with certain amplitudes. The IT2FLC and actor-critic cooperative 
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Fig. 6. Trajectories tracking errors of inclination and azimuth by using digital PID, T1FLC, IT2FLC, IT2F + AC 

and presented method in this paper. 
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ontroller can eliminate the oscillations in the stable angle building hole process. The stick–
lip oscillation frequency in the transient process is improved by using the online iterative
earning and adjustment. After using low-pass filtering on the control input, the amplitude and
requency of oscillation are further improved, which is particularly evident in the control of
zimuth trajectory. Also, some Gaussian white noises with reasonable power have been added
o system model as uncertain disturbance. The power of noises is suppressed remarkably by
ooperative control inputs. Thus convergence and stability system have been guaranteed by
roposed control architecture to a certain extent. Nevertheless, due to the nonlinearity and
istance-variation in azimuth bringing by inclination, the control accuracy and smoothness of
zimuth are relatively worse compared to inclination. 

In order to verify further the usefulness of IT2FLC, we utilize T1FLC algorithm instead of
T2FLC fusing with actor-critic controller to simulate trajectory tracking of RSS model. The
esults show that T1FLC could make online iterative learning process difficult to converge to
deal values because of system instability in azimuth control after repeated iterative learning
raining. In other words, T1FLC is not ideal enough to process system nonlinearity and
ncertainty and is ineffective in narrowing search space and reducing online learning time.
herefore, IT2FLC, rather than T1FLC, is utilized as a part of cooperative control architecture

n our control method. 
Control inputs of RSS corresponding to system response which are the decomposed scaled

SS forces 2 and 3 for inclination and azimuth respectively are shown in Fig. 7 . It is
ndicated that the scaled force of inclination becomes stable gradually in transient process.
ut the scaled force of azimuth needs longer distance to tend to be stable since it depends
n inclination and its delay terms. 

.2. Complete trajectory tracking simulation 

The complete three-dimensional reference trajectory in x - y - z plane is shown in Fig. 8 ,
hose inclination and azimuth are generated by ( Eqs. 46 ) and ( 47 ). 
The designed distances are 915 m, and the dimensionless distances are 250 which are de-

ermined by dimensionless calculation ξ = L / λ1 . The simulated trajectory in three-dimensional
nderground space are aimed to drill horizontal well in the deep stratum where stores rich
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Fig. 7. Control inputs of inclination and azimuth. 

Fig. 8. Simulated drilling reference trajectory in x –y –z plane for ( Eqs. 44 ) and ( 45 ). 

Table 4 
Parameters in actor-critic controller for trajectory ( Eqs. 46 ) and ( 47 ). 

Q R γ αc αa 

� 10 diag[1,1] 0.5 0.001 0.01 
� 10 diag[1,1] 0.5 0.001 0.01 

 

 

 

 

oil and gas. In the dimensionless distance interval of [50/ λ1 , 150/ λ1 ], the directional drilling
is limited in vertical plane. In other words, only the inclination is changing linearly as dis-
tance increases. In the interval of [150/ λ1 , 300/ λ1 ], the inclination is fixed and the azimuth
is changing linearly. And in the interval of [400/ λ1 , 750/ λ1 ], we make the inclination and
azimuth change simultaneously to drill three-dimensional trajectory in order to test the over- 
all performance of directional drilling. The simulated parameters of actor-critic controller are 
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Fig. 9. Trajectories tracking effects of inclination and azimuth. 
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esigned as Table 4 shows. 

r ( ξ ) = 

⎧ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎨ 

⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎩ 

0, ξ ∈ 

[ 
−( κ1 + κ2 ) , 

50 
λ1 

] 
0. 0192ξ − 0. 2623 , ξ ∈ 

[ 
50 
λ1 

, 150 
λ1 

] 
π
6 , ξ ∈ 

[ 
150 
λ1 

, 400 
λ1 

] 
0. 0109 ξ − 0. 6677 , ξ ∈ 

[ 
400 
λ1 

, 750 
λ1 

] 
π
2 , ξ ∈ 

[ 
750 
λ1 

, 915 
λ1 

] 
(46)

r ( ξ ) = 

⎧ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎨ 

⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎩ 

π
2 , ξ ∈ 

[ 
−( κ1 + κ2 ) , 

150 
λ1 

] 
−0. 0128 ξ+ 2. 0954, ξ ∈ 

[ 
150 
λ1 

, 300 
λ1 

] 
π
3 , ξ ∈ 

[ 
300 
λ1 

, 400 
λ1 

] 
−0. 0110ξ+ 2. 2494, ξ ∈ 

[ 
400 
λ1 

, 750 
λ1 

] 
0, ξ ∈ 

[ 
750 
λ1 

, 915 
λ1 

] 
. 

(47)

The drilling curve constructed by ( Eqs. 46 ) and ( 47 ) is extremely common in actual drilling
xperiments. However, it is difficult to drill this kind of borehole trajectories because of the
ack of control performance. Aimed at resolving this problem, we use the proposed controller
o simulate the complete drilling trajectories. The tracking effects are shown in Fig. 9 . 

Figs. 9 (a) and 10 (a) show the tracking effect of inclination, the reference trajectory is
racked accurately and smoothly by simulated drilling trajectory. Stick–slip oscillations are
liminated by actor-critic controller and LPF. Due to the relatively small angle building hole
ate, overshoots in dynamic process are also smaller than the first simulation test. Fig. 9 (b)
hows the effective tracking performance in azimuth. Simulated drilling trajectory accurately
racks the reference drilling trajectory. Compared with drilling process in inclination, az-
muth is still influenced by nonlinear amplification factor 1/sin �. Stick-slip oscillations are
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Fig. 10. Trajectories tracking errors of inclination and azimuth by using IT2FLC, IT2FLC + AC and presented method 
in this paper. 

Fig. 11. Control inputs of inclination and azimuth. 

 

 

 

 

 

 

eliminated to some extent but the final control effects in azimuth are relatively worse than
inclination. 

In order to show tracking control effects intuitively, IT2FLC and IT2FLC with actor- 
critic controller (IT2FLC + AC in Fig. 10 ) are also used to compare with our control method
(IT2FLC + AC with LPF in Fig. 10 ) proposed in this paper. Digital PID and T1FLC algorithms
are no longer used as comparisons considering that they are not effective enough in conver-
gence and oscillation elimination. It is indicated that our controller is more excellent than
two other controllers in oscillation elimination, along with trajectory accuracy and smooth- 
ness. In Fig. 10 (b), when azimuth is converted from building hole process to holding deviation
process or conversely, the stick–slip oscillations are changing violently but the amplitude is 
relatively small. Considering that the complex drilling environment and system nonlinearity, 
these amplitude and frequency of stick–slip oscillations fall within the acceptable boundaries. 
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The control inputs of inclination and azimuth are shown in Fig. 11 . Although a small
mount of stick–slip oscillation still exists in azimuth, it has little effects on the final control
erformances. The directional force of azimuth is smaller compared with inclination. It is
lso caused by nonlinear amplification factor 1/sin � which acts on input matrix to magnify
irectional force of azimuth. In addition, due to the mechanical constraints and small angle
uilding rate compared with the first simulation test, directional force in inclination and
zimuth are also smaller than the previous simulation. 

The scaled RSS force is feasible in practice according to characteristic force calculation.
or example, Г = 0.008 is equivalent to actual RSS force 13,000N [3] . The rapid change
f directional force in a small range has little effects on overall directional accuracy and
moothness. In addition, mechanical strength and working life of RSS are also guaranteed. 

. Conclusion 

In this paper, a model-based trajectory tracking control method based on type-2 fuzzy
ogic controller and actor-critic controller is proposed for complex three-dimensional downhole
urve drilled by static push-the-bit rotary steerable systems. The controller is designed to drive
SS to track the reference trajectory by adjusting directional force to change inclination and
zimuth, respectively. We introduce nonlinearities and uncertainties processing of IT2FLC and
pproximate capabilities both in action function of actor network and value function in critic
etwork to realize trajectory tracking and stick–slip oscillations elimination synchronously. 

Simulation results show that the cooperative controller of IT2FLC and actor-critic with low
ass filter lowers the tracking errors in inclination and azimuth control in angle building hole
ate test and complex complete trajectory tracking. The stick–slip oscillations are eliminated
n inclination and suppressed largely in azimuth. Therefore, the proposed controller provides
atisfying control performances in realizing trajectory tracking accurately and smoothly of
irectional drilling. 

In the future research, a dynamic reference trajectory will be studied to replace pre-defined
rajectory. It is difficult to design the whole drilling trajectory in advance because the actual
rilling environment is not completely observable relying on current measurement technique.
orrespondingly, control methods with better performance will be designed to dynamic trajec-

ory on real-time optimization, anti-disturbance and approximation. Another difficult challenge
n RSS trajectory tracking is downhole location and navigation. Excellent location and navi-
ation technique can help drill bit find the target hydrocarbon reservoir and avoid the complex
tratum which is not suitable for drilling. In addition, deviation adjustment mechanism should
e considered in control system. It must be guaranteed that the drill bit can return to correct
irection if the drilling trajectory severely deviates from original reference trajectory. 
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Appendix 

(1) System and Output Matrices for Continuous Model 

A 0 = 

[
A 01 0 

0 A 02 

]
, A 1 = 

[
A 11 0 

0 A 12 

]
, A 2 = 

[
A 21 0 

0 A 22 

]
The partitioned matrix blocks A 01 , A 02 , A 11 , A 12 , A 21 , A 22 in A 0 , A 1 , A 2 , respectively can

be found in [7] , and the forms of B 0 ( ξ ), B 1 ( ξ ), respectively, are 

B 0 ( ξ ) = 

1 

χ


[
E 0 0 0 0 0 

0 0 0 

E 
sin � + 

χ

η
cos �
sin 2 �

( � − �1 ) 0 0 

]T 

B 1 ( ξ ) = 

1 

χ


[ 

χ

η
F r 0 0 0 0 0 

0 0 0 

χ

η
F r 

sin � 0 0 

] T 

where E = ( F b M 1 − F 1 M b − M 1 η
) / ( η
) . 
Output matrices C and D are expressed as follow: 

 = 

1 

η
 − F b 

[
η
 −F b + F 1 −F 1 0 0 0 

0 0 0 η
 −F b + F −F 1 

]

D = 

[
F r 0 

0 F r 

]
. 

(2) System Matrices for Discrete Model 

G 0 = e A 0 S d , 

G 11 = 

∫ S d ( 1 −d 1 ) 

0 
e A 0 ξ d ξ ∗ A 1 , G 12 = 

∫ S d 

S d ( 1 −d 1 ) 
e A 0 ξ d ξ ∗ A 1 , 

G 21 = 

∫ S d ( 1 −d 2 ) 

0 
e A 0 ξ d ξ ∗ A 2 , G 22 = 

∫ S d 

S d ( 1 −d 2 ) 
e A 0 ξ d ξ ∗ A 2 , 

H 0 ( k ) = 

∫ S d 

0 
e A 0 ξ dξ ∗ B 0 ( k ) , 

H 1 ( k ) = 

∫ S d 

0 
e A 0 ξ dξ ∗ B 1 ( k ) . 
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