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1 INTRODUCTION

Discourse analysis is a crucial analytic level in natural language processing (NLP), and modern
computational discourse analysis cannot proceed without first determining an appropriate for-
mal representation that can be used to annotate a large amount of data. The discourse represen-
tation specifies what linguistic phenomena to model, what is the appropriate set of symbols to
use, and which mathematical objects can be used to model the linguistic phenomena. Computa-
tional tools such as discourse parsers provide crucial information for downstream discourse-level
NLP tasks, such as document-level machine translation, text summarization, and machine reading
comprehension.
Discourse representation theories have been actively investigated since the 1970s, especially in

English. There are numerous theories trying to describe various discourse characteristics from
different perspectives. A discourse theory usually represents a text into associations between
discourse units. According to the type of the association, we try to divide discourse represen-
tation theories into two categories: theories based on rhetorical relations and entity relations.
The former explains the association through rhetorical relations, while the latter represents it
by the entity links. For example, to describe the association between discourse unit u1 and u2 in
Example 1.1, a theory based on rhetorical relations utilizes the rhetorical relation “Cause,” while
a theory based on entity relations extracts two coreferential entities “John” and “He.”

Example 1.1. [u1 John’s leg was injured in the accident.] [u2 He never stood up again.]

The development of these theories promotes the construction of corpora and the development
of parsing algorithms. In the age of machine learning, scalable discourse annotation is essential to
train accurate systems. However, not every discourse representation theory is suitable for scalable
annotation. There is a gap between theory and technology. Some theories explain discourse from a
linguistic point of view but ignore their operability in annotation and system implementation. The
situation is more serious for Chinese. Compared with English, discourse representation theories
for Chinese are very preliminary. It results in the scarcity of annotated data. Besides, most Chinese
discourse theories are transferred from English. However, Chinese has its own properties such
as prominent parataxis and ellipsis that should be represented properly. The lack of a Chinese
discourse annotation scheme limits the development and application of Chinese discourse analysis.
Therefore, the purpose of this article is to evaluate existing discourse representation theories and

determine which one is more suitable for scalable Chinese discourse annotation in the age of machine

learning.
Given the purpose, two questions naturally arise. (a) What discourse information and charac-

teristics do existing theories represent? (b) Are their representations suitable for annotation and
computation? To answer the two questions, we introduce the notions of expressiveness and prac-
ticality to compare the representations of existing theories based on rhetorical relations and entity
relations, respectively. Expressiveness evaluates the capacity to represent discourse information
flexibly and comprehensively. And practicality shows the capacity of a representation to be real-
ized and applied to real-world problems. We believe a suitable discourse representation needs to
be both “expressive” and “practical” so that sufficient amounts of data can be annotated within a
reasonable amount of time to train accurate systems.
Eight typical discourse representation theories, including some specializing in Chinese, are dis-

cussed in Section 2. After comparing their expressiveness and practicality (Sections 3 and 4), we
argue that none of the existing theories are quite suitable for scalable discourse annotation for
Chinese in that they are not both expressive and practical, thus a new representation (or annota-
tion scheme) needs to be proposed to address the shortcomings of existing theories. A reasonable
discourse representation should achieve the ideal tradeoff between expressiveness and practicality,
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Fig. 1. The existing discourse representation theories.

and represent rhetorical relations and entity relations in a unified framework. Fortunately, com-
parison sheds some light on the nature of different discourse representations and suggests several
desiderata for the content and form of the representation. Based on these desiderata, we outline
three future directions for Chinese discourse representation and attempt to give some suggestions
(Section 5). In general, we argue that the dependency graph can be used to represent the structure
of a text, and the semantic information based on cohesion phenomena and Chinese topics can be
annotated.

2 EXISTING DISCOURSE REPRESENTATION THEORIES

Some typical existing discourse theories based on rhetorical relations and entity relations are enu-
merated in Figure 1.
Before describing them in detail, we would like to lay out a few criteria for the discourse repre-

sentations that we select for discussion. (a) Given the purpose outlined in the Introduction, some
theories without annotation might not be suitable at all. For example, Centering Theory [33] is a
theory proposed in the age of rule-based NLP, and while it is very influential, it may not be suitable
for our purpose because it has never been used in annotation. (b) We only select some discourse
theories representative in the formal representation. So discourse theories that have similar repre-
sentation forms to the theories discussed in this section and those unable to represent a text into a
specific form are excluded. (c) Some theories concentrating onmention, theme, or topic are all clas-
sified as theories based on entity relations. Despite the different definitions (that we will introduce
in the corresponding theories), these three concepts often appear as entity nouns or phrases and
share some common characteristics. (d) This article mainly focuses on the representation rather
than machine learning algorithms. For each theory, we will not introduce the implementation
algorithms. (e) The theories discussed are limited to two languages: English and Chinese.

2.1 Discourse Theories Based on Rhetorical Relations

2.1.1 Rhetorical Structure Theory (RST). RST [66] explains the structure of a text in terms of a
tree-shaped graph, or simply trees. The leaves of the tree correspond to the minimum text frag-
ments, called elementary discourse units (EDUs). The intermediate nodes of the tree correspond to
complex discourse units merged with two or more non-overlapping, adjacent units. In the process
of the node combination, the “nucleus-satellite” structure is defined where a nucleus indicates an
essential unit and a satellite indicates a supporting or background one. This structure is labeled
with extensible rhetorical relations, such as Cause, Condition, Sequence, List, and so forth. Figure 2
exhibits the representation of Example 2.1 in RST.
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Fig. 2. The RST tree representation of Example 2.1 with four EDUs.

Example 2.1. [u1 It could have been a great movie.] [u2 It does have beautiful scenery,] [u3 some
of the best since Lord of the Rings.] [u4 The acting is well done.]

Carlson et al. [8] build RST-DT, an English corpus annotating 16 classes and 78 types of relations
in 385 documents. It contributes to the development of RST-style discourse analysis [28, 29, 37, 43,
46, 56, 86]. An RST-style discourse parser usually contains two modules: EDU segmentation and
tree building. For Chinese, Yue [109] annotates an RST-style corpus of 97 Chinese news commen-
taries. Nevertheless, the lack of corpus restricts the development of Chinese RST-style discourse
parsers.
RST suggests a compact, hierarchical discourse representation that mainly embodies two cat-

egories of discourse information: the structure and the semantic relations. The structure is built
on the foundation of the “nucleus-satellite” relations that characterize the information saliency
among discourse units, and the semantic relations are expressed through the rhetorical relations.
The information has been applied to several NLP tasks [88]. For summarization, some re-

searchers extract the discourse units by considering their depth on the tree and the nuclearity
[38, 67, 95]. Gerani et al. [32] utilize the depth and the number of EDUs to select aspects for ab-
stractive summarization of product reviews. Radev [80] defines the relations between units across
the text for multi-document summarization. For sentiment analysis, the “nucleus-satellite” labels
and a few special rhetorical relation types are usually utilized as features or clues to help to deter-
mine the polarity [16, 36, 111, 115]. Bhatia et al. [6] try to embody the RST tree through recursive
neural network and train weight matrices to capture rhetorical relations. For machine translation,
Guzmán et al. [34] introduce RST structure to improve evaluation metrics. Tu et al. [91] extract
tree-to-string rules according to the relations, then the decoding procedure is bottom-to-up on the
source RST tree. For question answering, the rhetorical relations between sentences are considered
as features for answer selection or re-ranking [42, 72, 93].

2.1.2 Discourse Graph Bank (DGB). Despite the extensive application, RST trees cannot cover
all the discourse relations naturally occurring in texts. It does not support crossed dependencies
and nodes with multiple parents. This has been demonstrated by the statistics from Discourse
Graph Bank, a corpus of 135 news texts [99]. The proportion of the arcs participating in crossed
dependencies is more than 12.5% and 41% of all nodes have multiple parents. Both phenomena can
be presented in DGB which uses an unconstrained graph structure.
DGB represents a text in terms of a graph. The adjacent discourse units topically related are

grouped together. Each previously unconnected discourse unit or group is tested to see if it has
rhetorical relations with any of the (groups of) discourse units in the partially built discourse
representation. It is worth mentioning that connectives are enumerated to help delimit discourse
units and determine the relations, despite their lack of a formal role in the graph. Figure 3 shows
the DGB representation of Example 2.2, where the nonadjacent connection between u2 and u4 is
acceptable while it is not allowed in RST.
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Fig. 3. The representation of Example 2.2 in DGB. There is a crossed dependency between (u1 − u2,u3) and
(u2,u4).

Fig. 4. The representation of Example 2.3 in PDTB. The relation set contains an implicit relation and an
explicit relation. The two arguments of a connective are labeled as Arд1 and Arд2.

Example 2.2. [u1 Susan wanted to buy some tomatoes] [u2 and she also tried to find some basil]
[u3 because her recipe asked for these.] [u4 The basil would probably be quite expensive.]

DGB can flexibly describe rhetorical relations between almost any discourse units. It constructs
a graph with little if any constraints. But the complex structure makes it difficult to apply in large-
scale annotation efforts.

2.1.3 Discourse Lexicalized Tree Adjunct Grammars (DLTAG). DLTAG [31, 96] provides theo-
retical support for Penn Discourse Treebank (PDTB), currently the largest annotated discourse cor-
pus. The theory extends the sentence-level Lexicalized TAG [45] to discourse, where a connective
is treated as a discourse predicate that requires two clausal arguments. The PDTB annotation
scheme represents a text in terms of a relation set. A relation corresponds to a predicate-argument
structure consisting of a connective, two arguments, and their rhetorical relations. The implicit
connectives are identified between adjacent sentences. A legitimate argument may be a single
clause, a single sentence, or a sequence of clauses and/or sentences. PDTB defines a hierarchical
ontology of rhetorical relations containing 4 classes, 16 types, and 23 subtypes. Example 2.3 in
PDTB is represented in Figure 4.

Example 2.3. “It’s a problem that clearly has to be resolved,” saidDavid Cooke, executive director
of the RTC. The agency has already spent roughly $19 billion selling 34 insolvent S&Ls, and it is
likely to sell or merge 600 by the time the bailout concludes.

PDTB annotates 2,159 English documents and 40,600 relations [81]. The corpus and two CoNLL
Shared Tasks [105, 106] make the PDTB-style discourse analysis popular [61]. Researchers are
especially attracted by the subtask of implicit relation classification [14, 44, 55, 63, 83, 110]. For
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Fig. 5. The representation of Example 2.4 in CDT.

Chinese, Zhou and Xue [113] annotate Chinese Discourse Treebank (CDTB), a PDTB-style corpus
including 500 documents. The dataset is utilized in CoNLL-2016 Shared Task.
DLTAG (PDTB) emphasizes the role of connectives in rhetorical relations. The practice of an-

notating individual discourse relations simplifies the discourse annotation task. One consequence
the PDTB did not foresee is that the arguments for top-level relations become really large. For
example, in Figure 4, the Arд2 of the implicit relation contains two sentences. This is worse in
real data because the arguments there can be even larger. The boundaries of large arguments
are hard to predict and the unanalyzed structures in the arguments would not be useful in NLP
applications.
PDTBmainly offers the connectives and relation information for NLP tasks. For summarization,

Lin [114] extracts relation types and argument tags as features to score sentences. For sentiment
analysis, the sentiment transitions between sentences are constrained by the connectives and their
rhetorical relations [89, 107]. Mishra and Jain [69] select the more important arguments according
to relation types to determine sentiment polarity. For machine translation, Meyer [68] investi-
gates the disambiguation of connectives to correct some translation errors. Li et al. [58] show that
translation quality is influenced by discourse connectives and their relation types. For text qual-
ity assessment, Lin [114] utilizes the relation transitions in the discourse role matrix filled with
relation types and argument tags to evaluate the text coherence.

2.1.4 Connective-Driven Dependency Tree (CDT). Motivated by PDTB and RST, a CDT scheme
[60] represents the structure of a text as a tree, with EDUs as leaf nodes and connectives as non-leaf
nodes. This theory is designed for Chinese. The EDUs are limited to Chinese clauses, defined in
syntactic, functional, and morphological terms. The “nucleus-satellite” structure in RST is retained
through the arrows on the tree. The intermediate nodes of the tree are the connectives rather than
the complex discourse units in RST. For an implicit relation, an appropriate connective is inserted.
The properties of connectives (e.g., whether can be deleted, the language sense) also are labeled.
Figure 5 shows the representation of Example 2.4 in CDT.

Example 2.4. [u1 , ] [u2 , ] [u3
, ] [u4 , ] [u5

]
“In order to regulate the building behavior and prevent disorderly phenomena, the New District

Administrative Committee issued a series of documents to regulate the building market according
to the relevant regulations of the state and Shanghai and the actual development of Pudong.”
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Fig. 6. Two kinds of representation of Example 2.5 in SDRT. The left is the SDRS where c is the complex unit
and K is the semantic expression. The right is the graph form.

Li et al. [60] annotate 500 Xinhua newswire documents from the Chinese Treebank. The corpus
contains 7,310 relations and 282 connectives. A CDT-style parser is trained based on the corpus
[51].
CDT organically integrates the overall tree structure and the connectives that directly indicate

rhetorical relations. But the annotation of the rich information is costly. Besides, the RST-similar
tree raises the same issue that it cannot cover some discourse structures.
CDT has been applied to zero pronoun (ZP) resolution [15], where some EDU-level features are

extracted to generate ZP candidates and some features about the rhetorical relations are employed
to improve the resolution.

2.1.5 Segmented Discourse Representation Theory (SDRT). SDRT [3, 5] is a semantic representa-
tion theory that extends Discourse Representation Theory (DRT) [47]. DRT describes the semantics
of a text using Discourse Representation Structure (DRS), a “box-style” logical notation which con-
tains a set of discourse referents and a set of DRS conditions. SDRT introduces rhetorical relations
to represent the semantics of a text. Similar to DRS, SDRT can describe a text by its boxed repre-
sentation, called Segmented Discourse Representation Structure (SDRS).
For a clearer presentation of the discourse structure, an SDRS can be transferred to a two-

dimensional graph. SDRT takes into account a text in terms of a directed acyclic graph [71]. The
nodes are basic or complex units. There are two types of edges: lines for scope relations, which
connect a complex unit and its parts, and arrows for rhetorical relations, which connect two units
and label relations between them. The construction of the graph is dynamic. The context of the
current unit is represented by processed previous units. A new unit attaches its previous units by
rhetorical relations. Subordinating relations like Elaboration extend the vertical dimension of the
graph and coordinating relations like Narration expand the structure horizontally [2]. Through this
operation, the existing graph structure and relations are updated. For the current unit, the Right
Frontier Constraint (RFC) restricts its attachment points on an existing graph, in which only the
last introduced node and its dominators are available. The dominators of a node contain transitive
closure over the arrows given by subordinating relations and those holding between a complex
unit and its parts. Figure 6 shows the SDRS and its equivalent graph form of Example 2.5.
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Fig. 7. The coreference chains in Example 2.6. There are four chains: “M1,M4,M10,” “M2,M8,M9,” “M3,M7,”
and “M5,M6.” Their coreference types are labeled on the edges.

Example 2.5. [u1 John had a great evening last night.] [u2 He had a great meal.] [u3 He ate
salmon.] [u4 He devoured lots of cheese.] [u5 He won a dancing competition.]

Guided by SDRT, Afantenos et al. [1] perform SDRT-style annotation on English 1,091 dialogues
from 36 multi-party games and present the first discourse parser for multi-party chat dialogues.
The subordinating and coordinating relations in SDRT construct the hierarchy that is repre-

sented by the “nucleus-satellite” in RST. But the structure in SDRT is the graph instead of the tree
so that some nonadjacent units can be connected. Meanwhile, the construction of the graph is
more constrained than DGB.
The structure and semantic information of SDRT is utilized to set rules for several NLP tasks.

For summarization, a rule-based system is built to extract EDUs according to rhetorical relations
[49]. For sentiment analysis, Asher et al. [4] design rules based on five relation types to convert
the SDRT graph into a representation with polarity.

2.2 Discourse Theories Based on Entity Relations

2.2.1 OntoNotes Coreference Annotation Scheme (OCAS). OCAS annotates a multilingual
(English, Chinese, and Arabic) corpus with coreference, a phenomenon where two or more spe-
cific referring expressions (i.e., mentions) in a text refer to the same object or set of objects in the
world (i.e., entity) [40, 79, 98]. Mentions are limited to noun phrases (NPs), pronouns, possessives
(e.g., “Fred’s” in “Fred’s wife”), proper noun premodifiers (e.g., “Army Corps” in “the Army Corps
of Engineers”), and verbs (e.g., “grew” in “Sales grew 22%.”). The dropped subjects and objects in
Chinese and Arabic are also considered. OCAS distinguishes two types of coreference: identity
(IDENT) that links the same entities, and appositive (APPOS) that links a mention with its apposi-
tives. In Example 2.6, the mentions are labeled by “[mention]M .” This example illustrates the fact
that the mentions can be nested (e.g., M3 and M4). The coreferential mentions can be connected
to a chain, so a text contains one or multiple chains, as shown in Figure 7.

Example 2.6. [The U.S.]M1 removed [Taiwan]M2 from [a list of countries [it]M4 is watching for
failing to honor U.S. copyrights]M3. However, [three other countries]M5—[China, Thailand and
India]M6—will remain on [that watch list]M7. [Taiwan]M8 has improved [its]M9 standing with [the
U.S.]M10 by initialing a bilateral copyright agreement.

The coreference chains in OCAS reflect the continuity of mentions in a text. Sentences sharing
same mentions are connected. Two other influential coreference annotation schemes, MUC [25,
39] and ACE [26], have different definitions of mentions. Mentions are nominal in MUC, and only
contain seven types in ACE. In addition, they do not distinguish between identical and appositive
types.
OntoNotes annotates 35,143 chains in 2,384 English documents and 28,257 chains in 1,729

Chinese documents. The corpus spans multiple genres and promotes research on coreference
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Fig. 8. The representation of Example 2.7 in TP. Each unit is represented by a theme-rheme structure where
T and R represent its theme and rheme, respectively.u1 andu2 connect through R1 andT2.u2 andu3 connect
through R2 and R3.

resolution [19–21, 53, 73, 77, 78]. Some studies focus on the resolution of particular mentions,
such as zero pronouns [11, 12, 50, 62, 108].

Coreference resolution is a basic task for some downstream NLP applications. For summariza-
tion, coreference chains are utilized to introduce context information [9, 30] or improve the coher-
ence of output [76, 87]. Bing et al. [7] select coreferential NPs and their VPs to generate abstractive
summarization. For question answering, Chen et al. [13] show that the preprocessing of corefer-
ence resolution is important. For sentiment analysis, coreferential sentences enhance the context
representation [74, 107]. For machine translation, many researchers show interest in the pronoun
translation that mainly uses the result of pronoun resolution on the source side. For text coherence
assessment, Roth et al. [82] extract the features about coreference chains to model local coherence.

2.2.2 Thematic Progression (TP). TP [22, 27] describes the organization of discourse informa-
tion on the basis of “theme-rheme” structure. Theme-rheme structure is a well-known notion in
functional grammar [35]. It regards a clause as a message that conveys the writer’s intention. The
theme is the element which serves as the point of departure of the message. It is the first compo-
nent of a clause, generally a noun phrase, adverbial group, or prepositional phrase. The remainder
of the message is called the rheme, which develops the theme. Therefore, a clause is a theme-rheme
structure where the theme and rheme usually carry the given and new information, respectively.
TP extends the theme from a single clause to a text. It claims that the discourse information

is expressed through the progression and transition of themes and rhemes. Thus, a clause is usu-
ally linked to the nearest previous clause connecting with its theme or rheme. These connections
represent a text as an information stream progressing clause by clause. Figure 8 explains how the
information in Example 2.7 progresses.

Example 2.7. [u1 Outside my window is a big lawn.] [u2 In the middle of the lawn is a big tree.]
[u3 Oriole birds like singing in the tree.]

For Chinese, Xi et al. [102] explore a discourse micro-topic scheme based on the theme-rheme
structure. Eight types of micro-topic links, such as anaphora, omission, repetition, and so forth,
are defined to describe the connection of themes or rhemes. The researchers define four thematic
progression types for two adjacent clauses. Guided by this scheme, they annotateChinese Discourse
Topic Corpus (CDTC) containing 500 documents [104], and also built a baseline system [101].
TP proposes a framework to represent discourse information flow. A theme is generally an

entity. However, different from limited concentration on the notion about entity in OCAS, TP
introduces the rheme to convey the completion information and thus explains wider connections
between units. A sentence in OCAS may contain multiple mentions, but usually has only one
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Fig. 9. The representation of Example 2.8 in GCDS. The adverbial “ (in legal form)” in the
first clause is a generalized topic. The section after it in the first clause and the second clause are its two

comments, answering what is done “in legal form.” This adverbial topic is a sub-topic of the topic “
(this Constitution),” so this topic-comments structure and the last two clauses are all comments on the topic

“ (this Constitution)” in the first clause, answering what “this Constitution” is about.

theme in TP. TP patterns have been applied to coreference resolution, where a possible candidate
antecedent is likely to be in the units it links [103].

2.2.3 Generalized-Topic-Based Chinese Discourse Structure (GCDS). A widely accepted opinion
in comparative linguistics is that Chinese is topic-prominent while English is subject-prominent
[10, 54]. Chu [17, 18] identifies a topic in a Chinese clause by three properties, where two basic
properties are that it is nominal and it connects with other clauses. Similar to the theme in TP,
the notion of a topic is characterized as the focus of attention [90], and syntactically it is usually
located at the beginning of a clause or before a verb.
Influenced by theoretical research along this line, GCDS extends the definition of the topic into

a generalized topic and reveals the properties of Chinese discourse structure based on it [85]. Be-
sides the traditional notion of the topic that is usually nominal and serves as the subject, object,
or attributive, a generalized topic in a clause can also be verbal, adverbial, or prepositional.1 A
comment describes what or how about the topic. It can be the other parts of the clause except for
the topic, or an adjacent complete clause.
GCDS interprets the nature of the frequent subject ellipsis in Chinese as the one-to-many corre-

spondence between one generalized topic and its multiple comments. Based on this opinion, a text
is represented as a set of “topic-comments” structures. The structure can be nested, where some
sub-topics and their comments can serve as comments of the main topic. For the convenience of
representation, each clause in a text is placed in a different line and indented after its topic. This
way of expression is called indented new-line representation. Figure 9 shows the indented new-line
representation of Example 2.8.

Example 2.8. [u1 , ] [u2
, ] [u3 , ] [u4 ]

“This Constitution, in legal form, affirms the achievements of the struggles of the Chinese people
of all nationalities, and defines the basic system and basic tasks of the state. It is the fundamental
law of the state, and has supreme legal authority.”

Supplementing the generalized topic to each clause without a subject, GCDS offers a group of
complete clauses for a text. It is valuable to the topic segmentation and information complement
for discourse understanding. The topic-comments structure is utilized to derive the translation
unit in English-Chinese machine translation [84].

1A related Chinese discourse annotation framework is Topic-chain-based Coherence Annotation [112], which is also based

on the notion of topic, but it is narrower in scope in that it only considers nominal topics.
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Fig. 10. The possible structures in a text consisting of three units. The line between two units means they
have an association, no matter rhetorical relations or entity relations. The ellipse represents a complex dis-
course unit.

3 THE EXPRESSIVENESS OF DISCOURSE REPRESENTATIONS

In this section, we introduce the expressiveness to describe the ability of a discourse theory
to represent the discourse information flexibly and comprehensively. We compare aspects of ex-
isting discourse theories, especially in terms of their formal representations. The comparison of
expressiveness is important in helping us assess which formal representation may be appropriate
for a reasonable theory. Because theories based on rhetorical and entity relations model differ-
ent linguistic phenomena, they are compared separately. While the discourse theories are based
on rhetorical relations model connectives (or discourse markers), entity-based discourse theories
model anaphoric devices such as pronouns and ellipsis.

3.1 Expressiveness

For the convenience of analysis and exposition, we stipulate some constraints and explain the
expressiveness from the following four aspects. The first three are qualitative descriptions, while
the last one is quantitative.

Formal Representation. It characterizes the topological structure and main content repre-
sented by each discourse theory.

Connection Constraint. Stipulated explicitly or implicitly in a discourse theory, the constraint
restricts the permissible range of connections to generate the corresponding formal representation.

Text Coverage. It evaluates whether a discourse representation can cover the text completely,
which has also been discussed in [97]. A representation may provide a full or partial coverage of
a text. For example, an RST tree covers every clause in the text, while OCAS only represents the
mentions in clauses.

Structural Coverage. It describes the capacity of a theory’s representation to cover possible dis-
course structures, inspired byDanlos [24]who introduces theweak generative capacity to compare
RST and SDRT. In order to quantify the capacity, without loss of generality, we discuss structures
in a simple text including three basic discourse units, denoted by d = u1u2u3. There is an assump-
tion that the text forms one coherent unit, which means isolated units are not allowed. Hence,
there are seven possible structures in all, as shown in Figure 10. (V) represents the situation where
a complex unit produced by u1 and u2 has a relationship with u3. (VI) and (VII) are similar cases.
The structural coverage of a representation is defined as the number of possible structures it can
represent.
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Table 1. Aspects of the Expressiveness of Representations Based on Rhetorical Relations

Theory Formal Representation
Connection
Constraint

Text
Coverage

Structural
Coverage

RST
A tree with the EDUs as leaves, the combined
spans as intermediate nodes, and the
nuclearity and rhetorical relations as edges

Adjacent non-
overlapping
units

full
2

(V, VI)

DGB
An unconstrained graph with (group of) units
as nodes, and the nuclearity and rhetorical
relations as edges

No constraint full
7

(I, II, III, IV,
V, VI, VII)

DLTAG
(PDTB)

A set of predicate-argument structures
anchored by connectives

No constraint partial
0

(no overall
structure)

CDT
A tree with the EDUs as leaves, the
connectives as intermediate nodes, and the
nuclearity and rhetorical relations as edges

Adjacent non-
overlapping
units

full
2

(V, VI)

SDRT
A constrained directed acyclic graph with
(complex) units as nodes and the scope
relations and rhetorical relations as edges

Right Frontier
Constraint on
the graph

full
4

(I, II, V, VI)

3.2 The Expressiveness of Representations Based on Rhetorical Relations

The details of each aspect of expressiveness of discourse representation theories based on rhetor-
ical relations are listed in Table 1. We will analyze and compare their expressiveness in terms of
the four criteria we outlined above.
Given the formal representation, all theories based on rhetorical relations are aimed at repre-

senting the overall discourse structure of the entire text except for DLTAG (PDTB). RST and CDT
choose a tree as the topological structure, while DGB and SDRT favor a directed graph. The con-
struction of the RST tree highlights the hierarchical nature of a text. A CDT tree is similar to an RST
tree other than the fact that the intermediate nodes in the latter are connectives instead of com-
plex units. RST and CDT trees are most naturally viewed as constructed in a bottom-up process. In
contrast, SDRT graphs are constructed incrementally as new clauses are sequentially processed.
New nodes and scope lines are introduced into the graph to represent the complex units, which
also focuses on the hierarchical nature of a text. DGB only organizes some units into groups as the
local hierarchical structures. DLTAG (PDTB) does not attempt to represent the overall structure.
A connective and its two arguments compose a discourse relation instance that is independent of
other discourse relations in the relation set.
The representation of a discourse theory is restricted by its connection constraint. For RST and

CDT, only the connections between adjacent discourse units are allowed, and the units cannot
overlap. Thus, a tree that obeys the constraint prevents crossing dependencies and reentrancies.
For SDRT, the Right Frontier Constraint (RFC) is set to select the attachment point set of a new
unit. The nonadjacent units dominating the last unit are allowed to connect, so a directed acyclic
graph is constructed. As a comparison, the directed graph of DGB is more unconstrained because
no constraint is assumed when a DGB graph is constructed.
In terms of the text coverage, representations of RST, DGB, CDT, and SDRT can provide a full

coverage of a text owing to their overall structures. By contrast, DLTAG (PDTB) covers partial
text because an argument only includes the clauses (or phrases) that are needed to interpret a
rhetorical relation [81], and any unnecessary clauses are omitted. For example, in Example 2.3, the
clause “said David Cooke, executive director of the RTC” is omitted in the representation of PDTB
(Figure 4). While in the RST tree, it connects with the clause “It’s a problem that clearly has to be
resolved” with the relation “Attribution.”
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Table 2. Aspects of the Expressiveness of Representations Based on Entity Relations

Theory Formal Representation
Text

Coverage
Structural
Coverage

OCAS One or multiple chains with the coreferential mentions as nodes partial
4

(I, II, III, IV)

TP (CDTC) A chain with the themes or rhemes as nodes full
2

(I, II)

GCDS
A set with the generalized topics and their comments as elements,
which can be represented in the term of indented new-line

full
3

(I, II, III)

To compare the possible structures different discourse representations can cover, we analyze
the structural coverage. The tree forms in RST and CDT cannot represent long-distance relations
(u1 and u3 in VII). In contrast, the graph forms in SDRT and DGB have more flexible structures.
The Right Frontier Constraint in SDRT requires that u3 connects with one unit in the partially
built representation (i.e., u1 or u2 or the complex unit u1-u2) and u3 cannot construct a complex
unit with u1. So SDRT has four structures. For DGB, a graph with little constraint can represent
all seven structures. In general, a graph has larger structural coverage than a tree.

3.3 The Expressiveness of Representations Based on Entity Relations

Table 2 presents a comparison of the expressiveness of discourse representation theories based on
entity relations.2

Unlike the formal representation of theories based on rhetorical relations, there are almost no
strong assumptions about the topological shape in theories based on entity relations. The links be-
tween mentions (or themes, topics) build the core structure. Therefore, for OCAS and TP (CDTC),
the discourse structure is regarded as one or multiple chains. Even though GCDS looks differ-
ent in formal representation, to a certain extent, its structure can be regarded as multiple chains
where a generalized topic corresponds to a chain with the topic as nodes. The distinctions between
these formal representations are mainly from the number of chains and the content of nodes (i.e.,
mentions, themes/rhemes, or generalized topics). A text usually contains multiple different coref-
erential mentions or topics that can constitutemultiple independent chains in a representation. But
the representation of TP (CDTC) is an exception, which usually contains only one chain because
all clauses are sequentially connected to represent a text as a continuous information stream.
The text coverage of a discourse representation based on entity relations is mainly determined

by the content of nodes. Text information represented by OCAS is incomplete. The representation
of OCAS does not cover the words or phrases that are not in coreferential mentions. By contrast,
TP (CDTC) provides a full coverage of a text. Each word in a clause belongs to a theme or rheme,
and each theme or rheme is represented. For GCDS, each word in a clause belongs to a generalized
topic or comment, therefore its representation also fully covers a text.
All theories based on entity relations cannot cover the structure (V), (VI), and (VII) because they

do not attempt to represent the hierarchical structures. Their structural coverage is influenced
by the number of nodes in a clause. There are usually multiple mentions in a clause, so any two
units can be connected by coreferential mentions in OCAS, which makes it possible to represent
the structures (I), (II), (III), and (IV). However, TP (CDTC) and GCDS cannot represent the ring

2The connection constraint is not compared because there is no constraint to restrict the entity links in all representations

based on entity relations. Long-distance connections are frequent in OCAS. For TP (CDTC) and GCDS, although the con-

nections between theme-rhemes or generalized topics are usually in adjacent units, it is legitimate to connect units in long

distance.
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structure (IV) where each unit is connected to the other two units because a clause usually has
only one topic or theme (rheme) as the connected node.

3.4 Conclusions of the Expressiveness

From the comparison of the representation characteristics on four aspects, we draw the following
conclusions about the expressiveness of existing discourse theories.

—Different topological forms have diverse structural expressiveness. To sumup, there are four
forms: set, chain, tree, and graph. The structural expressiveness of the set in DLTAG (PDTB)
is the weakest. The tree in RST and CDT can represent the hierarchical nature of a text but
cannot represent the nonadjacent long-distance connections. In contrast, the graph in SDRT
and DGB has stronger structural expressiveness. It can cover all possible structures if no
constraint is imposed. The chain in most representations based on entity relations is very
flexible to connect long-distance units, but it cannot represent the hierarchical structure.

—For the connection constraints in theories based on rhetorical relations, RST and CDT are
the most strict and DGB is the most unconstrained. SDRT stands in between.

—For the representations based on entity relations, TP and GCDS have larger text coverage
than OCAS. Although entity relations hold between coreferential words or phrases, other
elements in the clauses can be defined (e.g., rhemes in TP and comments in GCDS) to de-
scribe something related to the entities, which can provide more complete information.

4 THE PRACTICALITY OF DISCOURSE REPRESENTATIONS

Although the sufficient expressiveness in different aspects is necessary, the discourse representa-
tion theory should not be discussed in a vacuum. Actually, whenwe consider NLP, the practicality
is more important for a reasonable discourse representation. We believe a practical representation
should be suitable for large-scale annotation, learnable through machine learning algorithms, and
useful for downstream tasks.

4.1 Practicality

It is not easy to assess whether a representation is practical. Given that each discourse theory has
its own set of assumptions, it is impossible to compare them directly. Hence, three aspects are
defined to compare their practicality.

Scalability. It evaluates the difficulty of annotation. The construction of a large-scale corpus
benefits from a scalable annotation scheme. Intuitively, the simpler the annotation scheme, the
more scalable it will be. So the scale of existing corpora for each language and each theory are
compared.

Learnability. It evaluates the complexity of system implementation. The performance of a dis-
course parser trained with machine learning algorithms should be good enough to provide reliable
discourse information for downstreamNLP tasks. We present state-of-the-art performance for dis-
course parsers that we are aware of trained on data annotated with each representation.

Usability. It evaluates the range of applications using data annotated with each representa-
tion. The existing applications of each discourse theory have been simply described in Section 2.
Now they are systematically compared and these include summarization,machine translation, sen-
timent analysis, question answering, text quality (coherence) assessment, and coreference (pronoun)
resolution.
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Table 3. Aspects of the Practicality of Representations Based on Rhetorical Relations

Theory Scalability Learnability Usability

RST
385 English news;
97 Chinese new comments

61.6% F1 in English
Sentiment analysis, machine
translation, question answering,
and summarization

DGB 135 English news None None

DLTAG
(PDTB)

2,159 English news;
500 Chinese news

27.8% F1 in English;
26.9% F1 in Chinese

Sentiment analysis, machine
translation, text quality assessment,
and summarization

CDT 500 Chinese news 20.0% F1 in Chinese Zero pronoun resolution

SDRT
1,091 English multi-party
game dialogues

51.6% F1 in English
Sentiment analysis, and
summarization

The “None” in “Learnability” and “Usability” represents no end-to-end parser and no application utilizing the discourse

theory, respectively. There is the same meaning in Table 4.

4.2 The Practicality of Representations Based on Rhetorical Relations

The details of each aspect for practicality of discourse representation theories based on rhetorical
relations are summarized in Table 3.
Data availability partly reflects the scalability of a theory. PDTB, the largest corpus based on

rhetorical relations, annotates individual relations instead of the overall structures to simplify an-
notation. Most disagreements in its annotation come from the determination of the argument
boundaries and the recognition of implicit relations. The annotated datasets in RST, DGB, CDT,
and SDRT are relatively small. Their annotations are more difficult, because annotators disagree
on the overall discourse structure of a text. In addition, just presenting a text in its entirety in an
annotation tool is quite a challenge. Among them, DGB faces the most serious challenge because
it does not impose any constraint on which pairs of discourse units can be rhetorically related.
In terms of practical discourse parsers, end-to-end RST and PDTB parsers have been widely

studied. The state-of-the-art performance of RST parser is 61.6% F1 [43]. As a comparison, in PDTB,
they are only 27.8% F1 [75] and 26.9% F1 [48] in English and Chinese, respectively. Despite the
fact that there is a larger training set annotated with PDTB discourse relations, its end-to-end
performance is low. There are two main reasons for this. The first one is that there is a long
pipeline from detecting discourse connectives to predicting argument boundaries to predicting
discourse relations between the two arguments. Errors propagate in a long-pipeline system. The
second reason is that some arguments are very long and accurately predicting their boundaries is
quite a challenge. The difficulty of implicit relation recognition also has a great impact on CDT
parser, whose state-of-the-art performance is 20.0% F1 [51]. Afantenos et al. [1] build their dialogue
parser with the 51.6% F1-value guided by SDRT.
Given the usability of representations based on rhetorical relations, RST and DLTAG (PDTB)

are two popular representations. Both of them are applied to summarization, sentiment analysis,
and machine translation. In contrast, the attention paid to the application of SDRT and CDT is
relatively little. DGB has never been tried in NLP tasks. On one hand, the application of a theory
is influenced by the performance of a system. On the other hand, it is also influenced by the needs
of NLP tasks.
Different tasks require different discourse information. For summarization where the important

messages are retained and unnecessary messages are omitted, the hierarchical structure in RST
is naturally applicable [67]. Louis et al. [64] have proven that the structure information is the
most robust indicator on content selection, and the rhetorical relation is also valuable to sentence
extraction. Thus, the rhetorical relations in PDTB and SDRT are utilized [49, 114]. For sentiment
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Table 4. Aspects of the Practicality of Representations Based on Entity Relations

Theory Scalability Learnability Usability

OCAS
2,384 English documents;
1,729 Chinese documents

68.8% Avg. F1 in English;
63.9% Avg. F1 in Chinese

Coreference resolution, sentiment
analysis, question answering,
machine translation, text coherence
assessment, and summarization

TP
(CDTC)

500 Chinese news 52.6% Acc. in Chinese Coreference resolution

GCDS
Chinese documents with
400,000 words

None Machine translation

analysis, some researches show that the sentiment polarity has significant association with the
relation type [41, 52, 57, 70, 94]. Therefore, the relations in RST, PDTB, and SDRT are widely
utilized [4, 6, 89]. For machine translation, the translation of complex sentences needs the guidance
of discourse structures provided by RST [91, 92]. The translation of connectives in PDTB has also
received considerable attention [68]. For question answering, there exists the association between
the answering sentences and a sequence of questions. RST is considered to capture the rhetorical
association [42, 72]. For text quality (coherence) assessment, a common hypothesis is that a high-
quality text has better coherence which can be evaluated through the transitions of relations in
PDTB [114]. For zero pronoun resolution, EDUs in CDT are fine units to extract features [15].

4.3 The Practicality of Representations Based on Entity Relations

Nowwe discuss the practicality of discourse representations based on entity relations. Table 4 lists
each aspect.
OCAS is the largest multilingual coreference corpus, while TP (CDTC) and GCDS only annotate

Chinese data. The core effort of the annotation in representations based on entity relations is
the determination of mentions, theme-rhemes, or generalized topics. OCAS does not annotate
additional information and the entity relations have been established in the process of annotation.
The same is true for GCDS. The annotation of TP (CDTC) is more difficult because of the cost on
the annotation of lexical cohesion.
Given the learnability, there are many coreference resolution systems trained on the dataset of

OCAS. Lee et al. [53] achieve state-of-the-art end-to-end English coreference resolution perfor-
mance with 68.8% average F1 (Avg. F1), and the performance of a Chinese system is 63.9% average
F1 [20]. Xi [101] builds a Chinese discourse topic analysis system guided by TP (CDTC), with 52.6%
accuracy (Acc.). The error is mainly derived from the recognition of themes. The parsers for GCDS
have not been developed yet.
OCAS has a wide range of the applications. On one hand, coreference links are regarded as

important indicators to assess the text coherence [76] or ensure a coherent output in summariza-
tion [82]. On the other hand, discourse units with coreferential links are grouped together as the
context information to improve the sentence-level sentiment analysis [107]. In addition, question
answering and machine translation require the resolution of special coreference forms like pro-
noun [13, 65]. By contrast, other theories based on entity relations have not been widely used
yet.

4.4 Conclusions of the Practicality

A comparison of the practicality of existing discourse representation theories leads to the following
conclusions:
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—In theories based on rhetorical relations, the performance of RST or SDRT parser is far
higher than DLTAG (PDTB), despite the different corpus and framework. To a certain ex-
tent, this indicates that RST and SDRT are more suitable for automatic analysis. A simpler
annotation does not necessarily lead to easier implementation. One reason why this is the
case is that RST parsers do not have a long pipeline like PDTB parsers do. Another reason is
that RST and SDRT are represented with well-defined mathematical objects like trees and
graphs that are easier to manipulate computationally. This suggests one way forward to
design a representation that is easier to annotate than RST and SDRT and more amenable
computation than PDTB.

—Different discourse representations are adept in different applications. The representations
of RST, PDTB, and OCAS have a wider range of applications than others. In general, the
representations based on rhetorical relations are more appropriate for the tasks that rely
on the structure or semantic information, such as summarization and sentiment analysis.
The representations based on entity relations mainly concentrate on the interpretation of
cohesion phenomena, such as coreference (pronoun) resolution. This suggests both types
of discourse relations are complementary with each other and both are needed.

4.5 Further Discussion

The conclusions in Sections 3.4 and 4.4 summarize some important characteristics of existing dis-
course representation theories. Now, we take the expressiveness and practicality into account to-
gether to evaluate the representations of existing theories and obtain the following conclusions
that reveal some basic principles and perspectives to explore a discourse representation. We firmly
believe that they are enlightening for scalable Chinese discourse annotation.

—None of the existing representations are quite suitable for scalable Chinese discourse an-
notation in the age of machine learning. As discussed above, different representations have
their own advantages and disadvantages. For representations based on rhetorical relations,
the representation of DLTAG (PDTB) is easy to annotate but suffers from weak structural
expressiveness and low system performance. The trees in RST and CDT can represent the
hierarchical structures but cannot represent long-distance relations. Both cases can be rep-
resented by the graphs of DGB and SDRT. The trees and graphs provide a full coverage of a
text. Despite their strong expressiveness, the construction of large-scale corpora is relatively
difficult for them. Representations based on entity relations can represent long-distance re-
lations. It is easy to annotate entity relations and OCAS has been proved to have good
learnability and usability. Unfortunately, they cannot represent the hierarchical structures,
and OCAS does not cover a text completely.
Generally speaking, all representations are not both expressive and practical. In this case,

a new discourse representation (or annotation scheme) needs to be proposed to take full
consideration of the expressiveness and practicality.

—There is a tradeoff between the expressiveness and practicality. More powerful represen-
tation in terms of expressiveness provides valuable information for discourse analysis.
However, an overly complex representation is more expensive to annotate and harder
to compute. This inspires us to set appropriate connection constraints to simplify the
representation of structure, and define the content of annotation with existing lower-level
tasks (e.g., semantic role labeling) and algorithms as a reference.

—Rhetorical relations and entity relations coexist in a text and both are needed to represent
discourse information properly. Rhetorical relations express the semantic association
between discourse units, while entity relations can capture the entities in a text and

ACM Trans. Asian Low-Resour. Lang. Inf. Process., Vol. 18, No. 3, Article 26. Publication date: January 2019.



26:18 X. Kang et al.

Fig. 11. The dependency representation of Example 5.1. u0 is introduced as the root node. The arrow points
from the head to the dependent and semantic relations are labeled.

group units describing the same entity. The two types of relations provide complementary
information for downstream NLP tasks. Therefore, it is better to cover them in a unified
annotation scheme.

5 FUTURE DIRECTIONS

The comparison and analysis of the existing discourse representations reveals at least three ma-
jor challenges ahead. Meanwhile, inspired by the conclusions, some preliminary solutions are
suggested.

(1) The representation of discourse structure. Discourse structure has been represented
into various forms but existing representations have not achieved the ideal tradeoff be-
tween expressiveness and practicality. Specifically, we think there are two main issues
that need to be further explored.
The first is what kind of topological forms a discourse structure should represent. As

discussed in Section 3.4, DLTAG (PDTB) does not represent the overall structure and the
graphs in SDRT and DGB have stronger structural expressiveness than the trees in RST
and CDT. So the graph form can be considered first. Unfortunately, the complexity of the
graphs in SDRT and DGB creates difficulties in annotation and parsing. We argue that the
dependency graph may strike the right balance between expressiveness and practicality.
A dependency graph connects discourse units with a set of dependency relations. A

dependency relation holds between a subordinate unit called dependent and another unit
on which it depends, called the head. The semantic relations can be labeled on the head-
dependent links. For example, Figure 11 represents a possible dependency structure in
Example 5.1.

Example 5.1. [u1 John has two very different brothers.] [u2 One is a scientist] [u3 who
is friendly] [u4 and has a great achievement in his field,] [u5 while the other is an irascible
murderer.]

We believe that the dependency graph has three advantages. (a) The head-dependent
links can flexibly represent the hierarchy and nonadjacent connections. (b) It is easier
to annotate and compute because of some simplifications. The category of labels is sim-
plified. Unlike RST that labels “nucleus-satellite” relations and rhetorical relations sep-
arately, a dependency representation only labels the head-dependent relations with the
“nucleus-satellite” relations represented structurally. Another simplification is the elim-
ination of “non-terminal” nodes that are used to represent composite discourse units in
RST. All nodes in a dependency graph are elementary discourse units. The nodes of com-
plex units are replaced by the relations among elementary units. This results in simpler
structures for discourse parsing. This also simplifies the annotation task. Annotators only
need to worry about relations between head-dependent pairs rather than the large struc-
tures in RST, CDT, and SDRT. A simple and intuitive representation is essential to building
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large-scale resources. (c) Existing corpora and techniques can be used to train dependency
discourse parsers. Danlos [23, 24] has shown that SDRT graph and RST tree can be con-
verted into dependency graphs. Hence, corpora annotated with these representations can
be converted to dependency representations. In addition, some algorithms for syntactic
dependency analysis are adaptable to training discourse dependency parsers.
In fact, there has been some related research on transforming other discourse represen-

tations into the dependency form [38, 59, 71]. However, there is almost no comprehensive
dependency-based discourse theories and annotated corpora. As far as we know,Wu et al.
[100] annotate the first discourse dependency corpus on Chinese and English texts with
26 relation types. Nevertheless, the corpus is small in size and the annotation is prelim-
inary. There are a lot of details to be defined and perfected, such as how to segment the
discourse units, how to determine the connections, and so on.
The second issue about the representation of discourse structure is how to constrain

the size of the candidate connection set. A discourse dependency graph without any con-
straints would be computationally intractable. A natural constraint would be that there
can only be one head discourse unit per dependency unit. This will result in a dependency
tree, which will be computationally tractable.

(2) The understanding of semantic relations. The semantic relations (including rhetor-
ical relations and dependency relations) between discourse units play a significant role
in discourse comprehension and reasoning. However, semantics is an abstract concept.
Its understanding is often dependent on knowledge or common sense without any sup-
port of cohesion phenomena except for connectives, which causes the arbitrariness and
ambiguity of the relation annotation and recognition. To better understand the semantic
relations, a discourse representation theory should pay attention to the correlation be-
tween semantic relations and cohesion phenomena.
Different semantic relation types may be statistically correlated with certain cohesion

phenomena. Existing theories like CDT and GCDS have proved that cohesion phenomena
such as connectives and zero topics, can help to organize the discourse structure and ex-
plain semantic relations. Furthermore, the cohesion phenomena are rich and obvious in
text, which will offer clues to reduce the subjectivity of the relation type determination.
Therefore, we think it may be meaningful to annotate some cohesion phenomena for the
understanding of deep semantic relations.

(3) The analysis of Chinese discourse topic. Topic is an important concept in Chinese
linguistics and the topics in a text contribute to its coherence alongside the rhetorical
relations that hold a text together. For example, some units sharing a topic chain can
be grouped so a text is segmented into some groups with different topics. Hence, it is
important to take into account the role of topics in a Chinese discourse representation
theory.
TP (CDTC) and GCDS have focused on topics. However, a lot of problems have not been

solved satisfactorily, such as the definition of topic and its representation, the reference of
zero topics, the extension of topic chains from complex sentences to entire document, and
so forth. These basic problems encourage us to find answers from topic-based discourse
analysis. In addition, when exploring a topic-based discourse representation, the boundary
of topic should be easy to annotate and compute.
Existing discourse theories about the Chinese topic only connect topics with entity re-

lations, but they do not annotate the semantic relations between a topic and its comments.
Although TP (CDTC) and GCDS introduce rhemes (for themes) and comments (for gener-
alized topics) to ensure a full text coverage, they do not annotate the roles of a comment.
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For example, a comment can be the explanation, evaluation, background, or result of a
topic. These semantic relations may be helpful for some Chinese NLP tasks. The repre-
sentation and annotation of Chinese topic needs to be further studied.
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