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#### Abstract

A new trajectory planning approach on the basis of the quintic Pythagorean-Hodograph $(\mathrm{PH})$ curve is presented and applied to Delta robot for implementing pick-and-place operation (PPO). To satisfy a prescribed geometrical constraint, which indicates the distance between the transition segment curve and right angle of PPO trajectory is no greater than a prescribed value, the quintic PH curve is used to produce a connection segment path for collision avoidance. The relationship between the PH curve and constraint is analyzed, based on which PH curve is calculated simply. Afterwards, the trajectory is planned in different phases with different motion laws, i.e. polynomial motion laws and PH curve parameter-dependent motion laws, to obtain a smooth performance both in Cartesian and joint space. The relationship between the PH curve and constraint is also used to improve the efficiency of calculation, and the trajectory symmetry is used to reduce calculation time by direct symmetric transformation. Thus, real-time performance is improved. The results of simulations and experiments indicate that the approach in this paper can provide smooth motion and meet the real-time requirement under the prescribed geometrical constraint.
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## 1. Introduction

In the past three decades, the use of parallel manipulators [1-3] has been increased in industrial and academic fields [4-6], especially in the fields of product transportation and classification, motion simulators, multi-dimensional force sensors, micro-operation consoles, precision positioning devices, etc., for their relative features like superior rigidity, higher accuracy, lighter mechanical construction, resulting in a homogenous and symmetric force/torque distribution, easier inverse kinematic calculations [7-9]. In recent years, researchers are increasingly inclined to concentrate on three translational degree-of-freedom (DOF) parallel manipulator [10-13]. As we all know, the Delta parallel robots [14,15] have effective mechanical structures [16], which makes the solution of its forward kinematic simpler. Because of its good characteristics, the Delta robot is often applied for high-speed pick-and-place applications with light-weight objects [9,17]. Pick-and-place is considered as a commonly used action [18] in palletizing and sorting in which objects are collected in an orderly manner and then put in their corresponding locations [19], however, due to the geometrically complicated surroundings, planning the robot's pick-and-place movement is often difficult. Moreover, the research on optimizing the trajectories of parallel robots is relatively less than that of serial robots. Some work scenarios have requirements on the pick-and-place operation ( PPO ) path to avoid collisions
between the workpiece and surroundings. Therefore, the study of trajectory planning for a parallel Delta robot with prescribed geometrical constraint is more challenging problem.

The PPO path of the Delta robot often includes two vertical segments and one horizontal segment [19]. Because of the existence of the right angle between the vertical and horizontal direction, the Delta robot is prone to shock and vibration, which has a bad effect on the rapid PPO. So, substituting the right angle by smooth curves is commonly used in related references [20]. It has the following advantages: (1) the overall route of smooth curves are shorter than the right angles; (2) Since the smooth curves have limited extreme curvature, it can maintain a relatively stable performance throughout its entire range rather than having a shock in the case of the right angle [21]. The above two advantages can decrease the PPO's motion period and produce smoother motion characteristics. However, the degree of curvature of the smooth curve is important, since too much rounding could result in interference with objects in the robot workspace. Therefore, the PPO path should be transitioned through the smooth curve which deviates from the apex of the right angle by no more than a prescribed geometrical constraint.

The strategy of replacing the right angle by a smooth curve needs to meet some conditions, such as real-time interpolation calculation, smooth changes of the velocity, and smooth curve should match the PPO path, etc. Pythagorean-Hodograph curve [22] is very suitable for the above situation. The total arc length of the Pythagorean-Hodograph curves can be expressed as a polynomial with parameters [23], which makes real-time interpolation possible [21]. In addition, the Pythagorean-Hodograph (PH) curve has other advantages, for example, the curve has finite extremum curvature [24,25]. Due to the special property of the PH curve, it is widely used in path planning [26,27], obstacle avoidance [28], continuum manipulators [29], highways and railways design [30,31], and many other fields [32]. Researchers proposed interpolation methods of a PH curve of degree nine, however, it puts more emphasis on geometric issues, and the calculation of real-time interpolators is rather complicated [33].

This paper proposes a trajectory planning method for Delta parallel robot. (1) By utilizing quintic PH curves, the prescribed geometrical constraint is satisfied in PPO. (2) The relationship between the PH curve and the prescribed geometrical constraint is analyzed, and used to calculate the PH curve. (3) By using different motion laws in different motion phases, the stability and smoothness of motion are improved. The relationship between the PH curve and constraint is also used to improve the efficiency of the method, and the trajectory symmetry is used to generate part of the trajectory directly through a symmetric operation. In this way, the real-time performance is improved. The proposed method can realize the real-time PPO of the robot, which is beneficial to improving the industrial production efficiency and affecting the global economy. The prescribed geometrical constraint in the proposed method helps to make full use of the robot's workspace and avoid collisions. Pick-and-place is known as one of the key operations in manufacturing and modern industrial system and the proposed method is flexible and widely applicable, so the proposed method can not only be applied on Delta robots, but also can be applied to various engineering areas such as raped sorting, palletizing, grabbing, warehousing, packaging, circuit board testing, automatic production lines system of food, medicine, and electronic products.

The paper is organized as follows. Section 2 introduces the kinematics and dynamics of the Delta robot, which lays the foundation for the following sections. Section 3 presents a trajectory planning approach on the basis of the quintic Pythagorean-Hodograph curve with a prescribed geometrical constraint, including PPO path, trajectory planning. The results of simulation and experiment are presented in Section 4. Discussion and conclusions are given in Sections 5 and 6 separately.

## 2. Delta Parallel Robot

The three-degree-of-freedom Delta robot is illustrated in Figure 1. The Delta robot consists of a static platform, a mobile platform, and three chains. The mobile platform is attached to the static platform by three symmetric chains, each of which includes a rotationally active proximal link and a
spatial unactuated parallelogram composed of spherical joint and link. With this design, the movement can be delivered to the mobile platform through three chains.


Figure 1. Schematic of a Delta robot.
The kinematic analysis, including forward and inverse kinematics are introduced in reference [15]. The Delta robot dynamics is given as [4]

$$
\begin{equation*}
M \frac{d^{2} \Theta(t)}{d t^{2}}+G(\Theta(t))+R(\Theta(t), p(t)) \lambda(t)=\tau(t) \tag{1}
\end{equation*}
$$

where $M$ represents generalized inertia matrix, $\Theta(t)$ represents the joint coordinates $\left[\begin{array}{lll}\theta_{1}(t) & \theta_{2}(t) & \theta_{3}(t)\end{array}\right]^{\mathrm{T}}, \quad p(t)$ represents the Cartesian coordinates $\left[\begin{array}{llll}p_{x}(t) & p_{y}(t) & p_{z}(t)\end{array}\right]^{\mathrm{T}}$, $\lambda(t)=\left[\begin{array}{lll}\lambda_{1}(t) & \lambda_{2}(t) & \lambda_{3}(t)\end{array}\right]^{\mathrm{T}}$ and $\tau(t)=\left[\begin{array}{ccc}\tau_{1}(t) & \tau_{2}(t) & \tau_{3}(t)\end{array}\right]^{\mathrm{T}}$ represent the set of active joint, the end effector (EE) location, the Lagrange multipliers vector and the input force vector, respectively, $G(\Theta(t))$ and $R(\Theta(t), p(t))$ represent gravitational vector and intrinsic parallel robot restriction vector respectively.

In PPO, the constraints on velocity, acceleration, torque, etc. are achieved through robot kinematics and dynamics [34].

## 3. Trajectory Planning

### 3.1. Path Planning

Delta robots are often applied to implement PPO in manufacture line. The PPO path is shown in Figure 2. From Figure 2, we can see PPO path includes vertical segments, which are $A H$ and $I G$, and a horizontal segment, which is HI. In order to smooth the PPO path, curve transitions are adopted, that is, curve $B C$ is used to replace the right angle formed by $B H$ and $H C$, and curve $E F$ is used to replace the right angle formed by $E I$ and $I F$.


Figure 2. Geometric path for pick-and-place operation (PPO).

Quintic PH curves, namely segments $B C$ and $E F$, are used for the PPO path. In Figure $2,|A G|=w$, $|H C|=|E I|=k,|B H|=|F I|=m,|A B|=|G F|=j,|A H|=|G I|=h$. The quintic PH curves in the PPO path illustrated in Figure 3 are given [35]

$$
\begin{equation*}
P(\gamma)=(x(\gamma), y(\gamma))=\sum_{i=0}^{n}\binom{n}{i} P_{i}(1-\gamma)^{n-i} \gamma^{i}, \gamma \in[0,1], \tag{2}
\end{equation*}
$$

where

$$
\left\{\begin{align*}
x(\gamma) & =\frac{2}{5}\left(u_{0} v_{2}+u_{2} v_{2}\right) \gamma^{5}-u_{0} v_{2} \gamma^{4}+\frac{2}{3} u_{0} v_{2} \gamma^{3}  \tag{3}\\
y(\gamma) & =\left(\frac{1}{5} u_{0}^{2}+\frac{1}{15} u_{0} u_{2}\right) \gamma^{5}+\left(u_{0}^{2}+\frac{1}{3} u_{0} u_{2}\right) \gamma^{4}(1-\gamma)  \tag{4}\\
& +\left(2 u_{0}^{2}+\frac{2}{3} u_{0} u_{2}\right) \gamma^{3}(1-\gamma)^{2}+2 u_{0}^{2} \gamma^{2}(1-\gamma)^{3} \\
& +u_{0}^{2} \gamma(1-\gamma)^{4}, \\
& \begin{array}{l}
u_{0}=\sqrt{\frac{5\left(35 m+k-\sqrt{m^{2}+k^{2}+70 m k}\right)}{34}} \\
u_{2}=\sqrt{\frac{5\left(m+35 k-\sqrt{m^{2}+k^{2}+70 m k}\right)}{68}} \\
v_{2}=\sqrt{\frac{5\left(m+35 k-\sqrt{m^{2}+k^{2}+70 m k}\right)}{68}}
\end{array}
\end{align*}\right.
$$

In the PPO path, for the purpose of simplifying the calculation and meeting the real-time requirements, assuming $m$ equals $k$, thus the maximum deviation between the right angle and the PH curve can be obtained when $\gamma=0.5$, and see Proposition 1 for details. The parameter $d$ in Figure 3 represents the maximum deviation between the right angle and the PH curve in the PPO path, which is called prescribed geometrical constraint. Therefore, we can get the quintic PH curve if $d$, the prescribed geometrical constraint, is given, and it is proved in the following proposition.


Figure 3. The Pythagorean-Hodograph (PH) curve in the PPO path.
Proposition 1. If $m=k$, the maximum deviation between the right angle and the PH curve can be obtained when $\gamma=0.5$, on this basis, if $d$, the prescribed geometrical constraint, is given, the PH curve in the PPO path can be solved.

Proof. $\kappa(\gamma)$, the curvature of PH curves, can be obtained by [24,30]

$$
\begin{equation*}
\kappa(\gamma)=\frac{P^{\prime}(\gamma) \times P^{\prime \prime}(\gamma)}{\left\|P^{\prime}(\gamma)\right\|^{3}}=\frac{-2\left[u^{\prime}(\gamma) v(\gamma)-u(\gamma) v^{\prime}(\gamma)\right]}{\left(u^{2}(\gamma)+v^{2}(\gamma)\right)^{2}} \tag{5}
\end{equation*}
$$

To ensure a $G^{2}$ connection between the horizontal and vertical segments, curvature $\kappa(\gamma)$ must satisfy $\kappa(0)=0$ and $\kappa(1)=0$. Then we can get the following equation

$$
\left\{\begin{array}{l}
u(\tau)=u_{0}(1-\tau)^{2}+u_{2} \tau^{2}  \tag{6}\\
v(\tau)=v_{2} \tau^{2}
\end{array}\right.
$$

By substituting (6) into (5), the following equation can be obtained

$$
\begin{equation*}
\kappa(\gamma)=\frac{4 u_{0} v_{2}\left(\gamma-\gamma^{2}\right)}{\left(u^{2}(\gamma)+v^{2}(\gamma)\right)^{2}} \tag{7}
\end{equation*}
$$

The derivative of curvature can be calculated as

$$
\begin{equation*}
\kappa^{\prime}(\gamma)=\left(\frac{4 u_{0} v_{2}\left(\gamma-\gamma^{2}\right)}{\left(u^{2}(\gamma)+v^{2}(\gamma)\right)^{2}}\right)^{\prime}=4 u_{0} v_{2} \varphi\left(u^{2}(\gamma)+v^{2}(\gamma)\right) \tag{8}
\end{equation*}
$$

where $\varphi=\frac{(1-2 \gamma)\left(u^{2}(\gamma)+v^{2}(\gamma)\right)-4\left(\gamma-\gamma^{2}\right)\left(v(\gamma) v^{\prime}(\gamma)+u(\gamma) u^{\prime}(\gamma)\right)}{\left(u^{2}(\gamma)+v^{2}(\gamma)\right)^{4}}$. So,

$$
\begin{equation*}
\kappa^{\prime}(0.5)=\frac{-4 u_{0} v_{2}\left(v(\gamma) v^{\prime}(\gamma)+u(\gamma) u^{\prime}(\gamma)\right)\left(v^{2}(\gamma)+u^{2}(\gamma)\right)}{\left(u^{2}(\gamma)+v^{2}(\gamma)\right)^{4}}=0 \tag{9}
\end{equation*}
$$

When $\gamma$ is less than $0.5, \kappa^{\prime}(\gamma)$ is positive, and when $\gamma$ is greater than $0.5, \kappa^{\prime}(\gamma)$ is negative. Therefore, the curvature takes a maximum value at $\gamma=0.5$.

It can be obtained from the curvature calculation (7) that the curvature is symmetric with respect to $\gamma=0.5$. Point $N$ in Figure 3 is the point when $\gamma$ in PH curve is equal to 0.5 , which means the coordinates of point $N$ are the coordinates of $P(0.5)$. From the above derivation we can get the PH curve shown in Figure 3 is symmetrical about the line $H N$. Hence the maximum deviation between the right angle and PH curve can be obtained when $\gamma=0.5$. The coordinates of point $N$ can be get by

$$
\left\{\begin{array}{l}
x_{N}=x(0.5)=\frac{1}{80} u_{2} v_{2}+\frac{1}{30} u_{0} v_{2}  \tag{10}\\
y_{N}=y(0.5)=\frac{31}{160} u_{0}^{2}+\frac{1}{30} u_{0} u_{2}
\end{array}\right.
$$

The coordinates of point $H$ are calculated by

$$
\left\{\begin{array}{l}
x_{H}=0  \tag{11}\\
y_{H}=\frac{1}{5} u_{0}^{2}+\frac{1}{15} u_{0} u_{2}
\end{array}\right.
$$

Because $m$ is equal to $k$, we can get the following equation.

$$
\left\{\begin{array}{l}
u_{0}=\sqrt{\frac{5\left(18 m-3 \sqrt{2 m^{2}}\right)}{17}}  \tag{12}\\
u_{2}=\sqrt{\frac{5\left(18 m-3 \sqrt{2 m^{2}}\right)}{34}} \\
v_{2}=\sqrt{\frac{5\left(18 m-3 \sqrt{2 m^{2}}\right)}{34}}
\end{array}\right.
$$

So, $d$, the distance between point $N$ and point $H$ is as follows.

$$
\begin{align*}
d & =\sqrt{\left(x_{N}-x_{H}\right)^{2}+\left(y_{N}-y_{H}\right)^{2}} \\
& =\sqrt{\left(\frac{1}{80} u_{2} v_{2}+\frac{1}{30} u_{0} v_{2}\right)^{2}+\left(\frac{1}{160} u_{0}^{2}+\frac{1}{30} u_{0} u_{2}\right)^{2}} \\
& =u_{2}^{2} \sqrt{\left(\frac{1}{80}+\frac{1}{30} \sqrt{2}\right)^{2}+\left(\frac{1}{80}+\frac{1}{30} \sqrt{2}^{2}\right)^{2}}  \tag{13}\\
& =\frac{5(18-3 \sqrt{2})}{34}\left(\frac{\sqrt{2}}{80}+\frac{1}{15}\right) m \\
& =0.17064 m,
\end{align*}
$$

which is the maximum deviation between the right angle and PH curve.
Therefore, $m$ can be determined once the required maximum deviation $d$ between the right angle and PH curve is determined. As a result, the PH curve can be obtained according to (3). This completes the proof.

Once $d$ is determined, PH curve can be determined based on Proposition 1, then the workspace required for this PPO is determined, which is smaller than that in the PPO transitioned by right angle. It helps to make full use of the Delta robot's workspace.

### 3.2. Trajectory Planning

A PPO motion in Figure 2 can be divided into the following phases.

1. When EE moves along segment $A B$ in the vertical direction, the EE's velocity is specified as the polynomial motion law.

$$
\begin{equation*}
v_{1}(\Phi)=v_{10}+v_{11} \Phi+v_{12} \Phi^{2}+v_{13} \Phi^{3}+v_{14} \Phi^{4}+v_{15} \Phi^{5} \tag{14}
\end{equation*}
$$

where $\Phi=t_{1} / T_{1}$ and $\Phi \in[0,1], T_{1}$ is the total time from point $A$ to point $B$ and $t_{1}$ is the current time in this segment. According to the boundary conditions, $s_{1}(0)=0, v_{1}(1)=V_{B}, v_{1}(0)=$ $0, v_{1}^{\prime}(1)=0, v_{1}^{\prime}(0)=0, v_{1}^{\prime \prime}(1)=0, v_{1}^{\prime \prime}(0)=0$, we can get $v_{1}(\Phi)=10 V_{B} \Phi^{3}-15 V_{B} \Phi^{4}+6 V_{B} \Phi^{5}$. From $s_{1}(1)=j$, we can get $T_{1}=2 j / V_{B}$, where $V_{B}$ represents the velocity of point $B$, which acceleration is 0 .
2. When EE moves along the PH curve on segment $B C$, the velocity of end effector, which is dependent on the PH curve parameter $\gamma$, is as follows.

$$
\begin{equation*}
v_{2}(\gamma)=v_{20}+v_{21} \gamma+v_{22} \gamma^{2}+v_{23} \gamma^{3}+v_{24} \gamma^{4}+v_{25} \gamma^{5} \tag{15}
\end{equation*}
$$

From the above phase 1, we can get $v_{2}(0)=V_{B}$. Since the PPO trajectory is symmetrical, we can get $v_{2}(1)=V_{B}$. In order to ensure the acceleration's continuity, the boundary prerequisites $v_{2}^{\prime}(0)=0, v_{2}^{\prime}(1)=0$ need to be satisfied. The velocity of point $N, v_{2}(0.5)$, can be seen as the
minimum velocity, $V_{N}$. So the coefficients can be calculated as follows: $v_{20}=V_{B}, v_{21}=0$, $v_{22}=16\left(V_{N}-V_{B}\right), v_{23}=32\left(V_{B}-V_{N}\right), v_{24}=16\left(V_{N}-V_{B}\right), v_{25}=0 . T_{2}$ is the total time from point $B$ to $C, t_{2}$ is current time in this segment. So

$$
\begin{equation*}
v_{2}(\gamma)=V_{B}+16\left(V_{N}-V_{B}\right) \gamma^{2}+32\left(V_{B}-V_{N}\right) \gamma^{3}+16\left(V_{N}-V_{B}\right) \gamma^{4} \tag{16}
\end{equation*}
$$

In order to get $\gamma_{i}$ at time $t_{2}=i \Delta t$, where $\Delta t$ is time interval, $i=1,2,3, \ldots N, N=\left\lfloor T_{2} / \Delta t\right\rfloor, \frac{\mathrm{d} \gamma}{\mathrm{d} t}$ can be calculated by

$$
\begin{equation*}
\frac{\mathrm{d} \gamma}{\mathrm{~d} t}=\frac{\mathrm{d} \gamma}{\mathrm{~d} s} \frac{\mathrm{~d} s}{\mathrm{~d} t}=\frac{1}{\sigma(\gamma)} v_{2}(\gamma) \tag{17}
\end{equation*}
$$

where

$$
\begin{align*}
\sigma(\gamma) & =\left(4 u_{2}^{2}+2 \sqrt{2} u_{2}^{2}\right) \gamma^{4}-\left(8 u_{2}^{2}+4 \sqrt{2} u_{2}^{2}\right) \gamma^{3} \\
& +\left(12 u_{2}^{2}+2 \sqrt{2} u_{2}^{2}\right) \gamma^{2}-8 u_{2}^{2} \gamma+2 u_{2}^{2} \tag{18}
\end{align*}
$$

where

$$
\begin{equation*}
u_{2}^{2}=\frac{5(18-3 \sqrt{2})}{34} m \tag{19}
\end{equation*}
$$

According to (17), we can get the following equation.

$$
\begin{equation*}
\int_{0}^{\gamma_{i}} \frac{\sigma(\gamma)}{v_{2}(\gamma)} \mathrm{d} \gamma=\int_{0}^{t_{2}} \mathrm{~d} t=i \Delta t \tag{20}
\end{equation*}
$$

Bringing Equations (16), (18), and (19) into (20), we can get the following formula

$$
\begin{align*}
& \int_{0}^{\gamma_{i}}\left(1+\frac{\beta^{2}(\sqrt{2}-2)\left(8-32 \gamma+32 \gamma^{2}\right)-V_{B}}{[\alpha+4 \beta \gamma(1-\gamma)][\alpha-4 \beta \gamma(1-\gamma)]}\right) \mathrm{d} \gamma  \tag{21}\\
& =\frac{8(5-2 \sqrt{2}) i \Delta t\left(V_{N}-V_{B}\right)}{15 m}
\end{align*}
$$

where $\alpha=\sqrt{V_{B}}, \beta=\sqrt{\left(V_{B}-V_{N}\right)}$. The fractions on the left of (21) can be factorized, then the following equation can be derived.

$$
\begin{align*}
& \frac{(2-\sqrt{2})\left(V_{N}-V_{B}\right)\left(8-32 \gamma+32 \gamma^{2}\right)-V_{B}}{[\alpha+4 \beta(1-\gamma) \gamma][\alpha-4 \beta(1-\gamma) \gamma]} \\
& =\frac{(4 \sqrt{2}-8) \chi-\frac{\alpha}{2}+4(\sqrt{2}-2) \beta}{[\alpha+4 \beta(1-\gamma) \gamma]}  \tag{22}\\
& +\frac{(4 \sqrt{2}-8) \chi-\frac{\alpha}{2}-4(\sqrt{2}-2) \beta}{[\alpha-4 \beta(1-\gamma) \gamma]}
\end{align*}
$$

where $\chi=\frac{\left(V_{B}-V_{N}\right)}{\sqrt{V_{B}}}$. So

$$
\begin{align*}
& \int\left(1+\frac{\beta^{2}(\sqrt{2}-2)\left(8-32 \gamma+32 \gamma^{2}\right)-V_{B}}{[\alpha+4 \beta \gamma(1-\gamma)][\alpha-4 \beta \gamma(1-\gamma)]}\right) \mathrm{d} \gamma \\
& =\int\left(\frac{\varepsilon}{[\alpha-4 \beta \gamma(1-\gamma)]}+\frac{\xi}{[\alpha+4 \beta \gamma(1-\gamma)]}+1\right) \mathrm{d} \gamma \\
& =\gamma+\frac{\xi}{4 \beta \delta} \ln \left(\frac{\gamma-0.5+0.5 \delta}{0.5+0.5 \delta-\gamma}\right)  \tag{23}\\
& +\frac{\varepsilon}{2 \beta \eta} \arctan \left(\frac{2 \gamma-1}{\eta}\right)
\end{align*}
$$

where $\delta=\sqrt{\left(\sqrt{\frac{V_{B}}{V_{B}-V_{N}}}+1\right)}, \eta=\sqrt{\left(\sqrt{\frac{V_{B}}{V_{B}-V_{N}}}-1\right)}, \xi=(4 \sqrt{2}-8)(\chi+\beta)-\frac{\alpha}{2}, \varepsilon=(4 \sqrt{2}-$ 8) $(\chi-\beta)-\frac{\alpha}{2}$.

Hence $\gamma_{i}$ can be obtained by solving the root of the following formula

$$
\begin{align*}
& \int_{0}^{\gamma_{i}}\left(1+\frac{\beta^{2}(\sqrt{2}-2)\left(8-32 \gamma+32 \gamma^{2}\right)-V_{B}}{[\alpha+4 \beta \gamma(1-\gamma)][\alpha-4 \beta \gamma(1-\gamma)]}\right) \mathrm{d} \gamma \\
& =\gamma_{i}+\frac{\xi}{4 \beta \delta} \ln \frac{\varsigma+2(\delta+1) \gamma_{i}}{\varsigma-2(\delta-1) \gamma_{i}}  \tag{24}\\
& +\frac{\varepsilon}{2 \beta \eta}\left(\arctan \frac{2 \gamma_{i}-1}{\eta}+\arctan \frac{1}{\eta}\right) \\
& =\frac{8(5-2 \sqrt{2}) i \Delta t\left(\left(V_{N}-V_{B}\right)\right)}{15 m}
\end{align*}
$$

where $\varsigma=\sqrt{\frac{V_{B}}{V_{B}-V_{N}}}$.
The function $F\left(\gamma_{i}\right)$ can be defined as,

$$
\begin{align*}
F\left(\gamma_{i}\right) & =\frac{1}{\left(V_{N}-V_{B}\right)} \gamma_{i}+\frac{\xi}{4 \beta \delta\left(V_{N}-V_{B}\right)} \ln \frac{\varsigma+2(\delta+1) \gamma_{i}}{\varsigma-2(\delta-1) \gamma_{i}}  \tag{25}\\
& +\frac{\varepsilon}{2 \beta \eta\left(V_{N}-V_{B}\right)}\left(\arctan \frac{2 \gamma_{i}-1}{\eta}+\arctan \frac{1}{\eta}\right)-\frac{8(5-2 \sqrt{2}) i \Delta t}{15 m}
\end{align*}
$$

The derivative of the function $F\left(\gamma_{i}\right)$ is,

$$
\begin{equation*}
F^{\prime}\left(\gamma_{i}\right)=\frac{1}{\left(V_{N}-V_{B}\right)} \frac{-16\left(V_{B}-V_{N}\right)\left(\gamma_{i}-\gamma_{i}^{2}\right)^{2}+S}{\left[V_{B}-16\left(V_{B}-V_{N}\right)\left(\gamma_{i}-\gamma_{i}^{2}\right)^{2}\right]^{\prime}} \tag{26}
\end{equation*}
$$

where $S=32(2-\sqrt{2})\left(V_{N}-V_{B}\right) \gamma^{2}-32(2-\sqrt{2})\left(V_{N}-V_{B}\right) \gamma+8(2-\sqrt{2})\left(V_{N}-V_{B}\right)$.
Due to that $\gamma_{i} \in[0,1]$ and $V_{B}>V_{N}$, the following formula $-16\left(V_{B}-V_{N}\right)\left(\gamma_{i}-\gamma_{i}^{2}\right)^{2} \leq 0$ holds. When $\gamma_{i}=-\frac{-32(2-\sqrt{2})\left(V_{N}-V_{B}\right)}{64(2-\sqrt{2})\left(V_{N}-V_{B}\right)}=0.5, S$ takes the maximum value 0 , as a result, $S \leq 0,-16\left(V_{B}-\right.$ $\left.V_{N}\right)\left(\gamma_{i}-\gamma_{i}^{2}\right)^{2}+S<0$, and the molecule of the derivative $F^{\prime}\left(\gamma_{i}\right)$ is less than 0 . When $\gamma_{i}=0.5$, $16\left(V_{B}-V_{N}\right)\left(\gamma_{i}-\gamma_{i}^{2}\right)^{2}$ has the maximum value $V_{B}-V_{N}$, so $16\left(V_{B}-V_{N}\right)\left(\gamma_{i}-\gamma_{i}^{2}\right)^{2} \leq V_{B}-V_{N}$, therefore, $-16\left(V_{B}-V_{N}\right)\left(\gamma_{i}-\gamma_{i}^{2}\right)^{2} \geq V_{N}-V_{B}$, as a result, $V_{B}-16\left(V_{B}-V_{N}\right)\left(\gamma_{i}-\gamma_{i}^{2}\right)^{2} \geq$ $V_{B}+V_{N}-V_{B}=V_{N}>0$. As $V_{N}-V_{B}<0$, the denominator of the derivative $F^{\prime}\left(\gamma_{i}\right)$ is less than zero. That is, $F^{\prime}\left(\gamma_{i}\right)>0$.
Therefore, the function $F\left(\gamma_{i}\right)$ is monotonically increasing and has a unique solution. The Newton-Raphson iterations are used as follows, so as to meet the requirements of real-time calculation.

$$
\begin{align*}
& \gamma_{i}^{(r)}=\gamma_{i}^{(r-1)}-\frac{F\left(\gamma_{i}^{(r-1)}\right)}{F^{\prime}\left(\gamma_{i}^{(r-1)}\right)}, \quad r=1,2, \ldots  \tag{27}\\
& \gamma_{i}^{(0)}=\gamma_{i-1}+\frac{v_{2}\left(\gamma_{i-1}\right)}{\sigma\left(\gamma_{i-1}\right)} \Delta t
\end{align*}
$$

Generally, the accuracy of the robot can be achieved in just 1 or 2 iterations.

Hence the total time $T_{2}$ in this segment is

$$
\begin{align*}
T_{2} & =N \Delta t=\int_{0}^{1} \frac{\sigma(\gamma)}{v_{2}(\gamma)} \mathrm{d} \gamma \\
& =\frac{15 m \xi}{32 \beta \delta(5-2 \sqrt{2})\left(V_{N}-V_{B}\right)} \ln \frac{\varsigma+2(\delta+1)}{\zeta-2(\delta-1)} \\
& +\frac{15 m \varepsilon}{8 \beta \eta(5-2 \sqrt{2})\left(V_{N}-V_{B}\right)} \arctan \frac{1}{\eta}  \tag{28}\\
& +\frac{15 m}{8(5-2 \sqrt{2})\left(V_{N}-V_{B}\right)}
\end{align*}
$$

The EE's coordinates can be obtained by converting the coordinates in the XOY coordinate systems into robot base coordinate systems.
3. When EE moves along segment $C D$ in the horizontal direction, the velocity of end effector is specified as the polynomial motion law.

$$
\begin{equation*}
v_{3}(\Phi)=v_{30}+v_{31} \Phi+v_{32} \Phi^{2}+v_{33} \Phi^{3} \tag{29}
\end{equation*}
$$

where $\Phi=t_{3} / T_{3}$ and $\Phi \in[0,1], T_{3}$ is the total time from point $C$ to point $D$ and $t_{3}$ is the current time in this segment. According to the boundary conditions, $v_{3}(0)=V_{B}, v_{3}(1)=V_{\max }, v_{3}^{\prime}(0)=$ $0, v_{3}^{\prime}(1)=0, s_{3}(0)=0$, we can get the following equation.

$$
\begin{equation*}
v_{3}(\Phi)=V_{B}+3\left(V_{\max }-V_{B}\right) \Phi^{2}+2\left(V_{B}-V_{\max }\right) \Phi^{3} \tag{30}
\end{equation*}
$$

From $s_{3}(1)=(w-2 k) / 2$, we can get $T_{3}=(w-2 k) /\left(V_{B}+V_{\max }\right)$. Therefore, at the point $D$, the velocity is $V_{\max }$, and its acceleration is 0 .
4. When EE moves along segment $D E$ in the horizontal direction, the velocity calculation method is similar to the method in phase 3.
5. When EE moves along the PH curve in segment $E F$, the calculation method is similar to the method in phase 2.
6. When EE moves along segment $F G$ in the vertical direction, the velocity calculation method is similar to the method in phase 1.

## 4. Simulation and Experimental Results

### 4.1. Simulation and Analysis

The trajectory planning method proposed in this paper was simulated from the starting point coordinates $(-152.5 \mathrm{~mm}, 0,-800 \mathrm{~mm})$ to end point coordinates ( $152.5 \mathrm{~mm}, 0,-800 \mathrm{~mm}$ ) using $h=50 \mathrm{~mm}$. Assume that the prescribed geometrical constraint was $6 \mathrm{~mm}, V_{B}=1.2 \mathrm{~m} / \mathrm{s}, V_{N}=0.8 \mathrm{~m} / \mathrm{s}$, $V_{\max }=2.4 \mathrm{~m} / \mathrm{s}$. As a comparison method, the trajectory planning based on motion superposition [35] was also simulated. In the comparison method, the maximum velocity in the vertical direction was set to $1.2 \mathrm{~m} / \mathrm{s}$, and the maximum velocity in the horizontal direction was set to $2.4 \mathrm{~m} / \mathrm{s}$, which were the same as the proposed method.

Figure 4 illustrates the path of the mentioned two approaches in base coordinate systems for Delta robot. The deviation between the right angle and PH curve in the proposed method is 6 mm , while the deviation in the comparison method is 3.7 mm . The deviation in the comparison method is fixed and cannot be changed, while the deviation in the proposed method can be set by specifying the prescribed geometrical constraint.


Figure 4. The path of the two approaches. (a) The entire path, (b) the local path.
Figure 5 shows the EE's velocities in Cartesian space, angular positions, and its velocities of PPO in joint space on the basis of the proposed method. Figure 6 shows the EE's velocities in Cartesian space, angular positions, and its velocities of PPO in joint space on the basis of the comparison method. As illustrated in Figures 5 and 6, the trajectory and the velocities of two methods in PPO are bounded and continuous in both Cartesian and joint space. What is more, the proposed method can also meet the prescribed geometrical constraint, which shows the proposed method is effective.


Figure 5. Simulation results of trajectory planning with the proposed method. (a) end effector (EE)'s velocities in Cartesian space; (b) angular positions; (c) angular velocities.


Figure 6. Simulation results of trajectory planning with the comparison method. (a) EE's velocities in Cartesian space; (b) Angular positions; (c) Angular velocities.

### 4.2. Experiment

The experiment platform included PC,robotic controller, servo motion driver, Delta parallel mechanism, industrial camera and so on. Tests were implemented to verify the proposed method's efficiency. The servo system used Panasonic's MINAS A5-series servo motor and driver. The servo driver provided speed and torque monitor output signals, which could be collected by oscilloscope. Then the collected data was filtered. The starting point coordinates were ( $-152.5 \mathrm{~mm}, 0,-800 \mathrm{~mm}$ ), and end point coordinates were ( $152.5 \mathrm{~mm}, 0,-800 \mathrm{~mm}$ ), and $h=50 \mathrm{~mm}$. The prescribed geometrical constraint was $6 \mathrm{~mm}, V_{B}=1.2 \mathrm{~m} / \mathrm{s}, V_{N}=0.8 \mathrm{~m} / \mathrm{s}, V_{\max }=2.4 \mathrm{~m} / \mathrm{s}$. The actuated joint's angular velocity and the torques in motors of proposed method are shown in Figure 7. The actuated joint's angular velocity and the torques in motors of comparison method are shown in Figure 8. In the experiments, once the prescribed geometrical constraint was given, the proposed method was immediately used to plan the trajectory. The controller ran on a PC with a 2130 MHz processor, and had a sampling interval 0.001 s . By optimizing the algorithms and programs, we implemented an iterative program with a single PPO with the average execution time of 0.207 ms , which satisfied the real-time requirements of the robot system.


Figure 7. Experimental results of angular velocity and torque by proposed method. (a) Angular velocity; (b) torque.


Figure 8. Experimental results of angular velocity and torque by comparison method. (a) Angular velocity; (b) torque.

From the experimental results, we can get the conclusion that the experimental results match the simulation results well. Experiments also show that the proposed method can achieve the prescribed geometrical constraint and have good motion characteristics. As a result, the method proposed in this paper not only has good motion performance similar to the comparison method, but also can quickly plan the trajectory according to the prescribed geometrical constraint. Some techniques, such as symmetry, are used to achieve real-time operation of the system.

## 5. Discussion

The approach presented is beneficial to avoid collision between the Delta manipulator and the surroundings during PPO, so as to enhance the robot system's safety. The results of simulations and experiments indicate both the proposed method and comparison method have good motion performance in PPO. Moreover, the proposed method also possesses the following benefits.

1. The proposed method can be used to generate PPO trajectory of Delta parallel robot to meet a prescribed geometrical constraint, and can quickly and easily solve the relationship between PH curve and the prescribed geometrical constraint. The maximum deviation of the comparison method in reference [35] can be calculated by

$$
\begin{equation*}
d=\sqrt{\left[x_{w}-x(H)\right]^{2}+\left[y_{w}-y(H)\right]^{2}+\left[z_{h}-z(H)\right]^{2}} \tag{31}
\end{equation*}
$$

where $\quad x_{w}=w_{a} \cos \theta, \quad y_{w}=w_{a} \sin \theta, \quad z_{h}=6 h t_{h}{ }^{5}-15 h t_{h}{ }^{4}+10 h t_{h}{ }^{3}, \quad t_{h}=\frac{t}{T_{h}}$, $w_{a}=6 w t_{w}{ }^{5}-15 w t_{w}{ }^{4}+10 w t_{w}{ }^{3}, t_{w}=\frac{t-0.5 T_{h}}{T_{w}}, T_{h}=\frac{1.875 h}{v_{\max } h}, T_{w}=\frac{1.875 w}{v_{\max w}}, \theta$ is the angular between horizontal motion direction and $X$ axis of robot base coordinate system, $v_{\max h}$ is the maximum speed in the vertical direction of PPO, $v_{\max } w$ is the maximum speed in the horizontal direction of the PPO, $H, h$ and $w$ are illustrated in Figure 2, $t$ represents the current time. By bringing the root of the equation $\left(d^{2}\right)^{\prime}=0$ into (31), the maximum deviation can be obtained. Thus the maximum deviation in the comparison method is fixed and cannot be changed.
It can be seen from the above process that the calculation of the deviation between the transition segment path and prescribed geometrical constraint in comparison method is more complicated. While the maximum deviation between the PH curve and right angle proposed in this paper is easier to be solved as shown in subsection-'path planning' of Section 3.
2. In the subsection-'trajectory planning' of Section 3, there are some techniques to improve the computational efficiency, which helps to achieve real-time interpolation.
(a) If there are two PPO trajectories that need to satisfy the same prescribed geometrical constraint, their PH curves in the XOY coordinate system shown in Figure 3 are the same. Hence the PH curves do not have to be solved again, which saves time and is beneficial for improving system's real-time performance.
(b) Since both PPO trajectory and PH curve are symmetric, symmetry can be utilized to simplify the calculation to save time.

## 6. Conclusions

A trajectory planning approach on the basis of quintic Pythagorean-Hodograph curve for Delta robot with a prescribed geometrical constraint is proposed in this paper. Conventionally, trajectory planning methods of PPO present fixed deviation between the right angle and the actual transition curve. The proposed method uses the PH curves into the PPO path, so that the collision avoidance can be realized by the transition segment curve. By analyzing the relationship between the PH curve and constraint, we propose a brief algorithm to calculate the PH curve under the prescribed geometrical constraint. Then the trajectory is planned in different phases with different motion laws. The simulation and experiment results indicate the proposed method can provide smooth motion and meet the real-time requirement.

Author Contributions: conceptualization, X.L.; methodology, X.L.; software, T.S.; validation, X.L. and T.S.; investigation, X.L. and T.S.; data curation, T.S.; writing-original draft preparation, X.L.; writing-review and editing, T.S.; funding acquisition, T.S.
Funding: This research was partially supported by the National Nature Science Foundation of China under Grant No. 51775002, the Nature Science Foundation of Beijing under Grant Nos. L172001, 3172009, L160001 and 3194047, and the Open Project Program of the State Key Laboratory of Management and Control for Complex Systems under Grant No. 20190101.
Conflicts of Interest: The authors declare no conflict of interest.

## Acronyms

PH Pythagorean-Hodograph
PPO Pick-and-place operation
DOF Degree-of-freedom
EE End effector
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