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Positioning Cylindrical Target Based on
Three-Microscope Vision System

Pengcheng Zhang, De X&enior Member, IEEEWei Zou, and Baolin Wu

Abstract—New visual positioning and adjustment techniques approaches, such as position-based visual servoing, image
for cylinder target are presented based on three-microscop based visual servoing, and 2.5D visual servoing, have been
vision system, which is used for visually guiding the maniplation proposed for positioning. Chaumette ! described visual

of micro-parts with an eye-to-hand configuration. An image- . . . . .
based visual control (IBVC) with image Jacobian matrix and servoing based on interaction matrix related to image featu

a position-based visual control (PBVC) algorithm for the three- Or 3D parameters of target [1], [2]. The visual error can
microscope vision system are investigated. In IBVC, the imge be expressed in image space, which is commonly known as
Jacobian matrix of three-microscope vision system is constcted  |BVC. It can be used to reconstruct the pose error as the input
and estimated based on the exploratory motions. Meanwhile, of contro| law in Cartesian space too, which is commonly
the singularity of the image Jacobian matrix is analyzed by .

the corresponding condition number. Then the incremental P known "_’13 F_)BVC' Thergfore, two visual cpntrol Sch_eme_s based
controller is applied to make image features converge to the ON Multi-microscope vision system are discussed in thiskwor
desired ones. In PBVC, the coordinate system of three-micszope In IBVC scheme with image Jacobian matrix,the estimation
vision is established by three clear imaging planes. The pi®n  of image Jacobian matrix which relates the changes of image
and orientation adjustment algorithms are employed to drive the - ea1res to the changes of pose is usually involved. In [3],
target to the desired pose. By the comparative experimentshe . . . . .

IBVC scheme demonstrates the better performance on sensitty [4], an estlmat!on technique of Jacobian matrix base‘?' _on
and precision, while the PBVC scheme exhibits the better €Xploratory motions was proposed on monocular macro4visio
performance on stability and robustness. The pose deviatis System. However, when the displacement of the motion is too
can converge to within15.m along X-, Y-, Z-axis directions and  |arge, the control system may reach a local minimum or be
within 0.02° around X- and Z-axis directions. unstable because of the singularity of the Jacobian matrix.

Index Terms—Multi-Sensor, Microscope Vision, Image-based In order to improve the stability, a dynamic Quasi-Newton

Visual Control, Position-based Visual Control, Positionng. method was presented to estimate the Jacobian matrix throug
minimizing a nonlinear objective function at each step [&].
|. INTRODUCTION develop an dynamic controller, the depth-independentilano

ICROSCOPE vision provides high precision and rObugilatrix by eliminating the depth in traditional Jacobian rixat
M solutions for positioning, which has been widely ap@nd a new adaptive controller for image-based dynamic abntr

plied in micromanipulation, micro-assembly, micro-irjea of robot manipulator were investigated, which combined the

and micro-electro mechanical systems. In a monocular micr%lm'ne'l‘I method with _on—Ime m|_n|m_|zat|on of the _errors
scope system, because of the small depth-of-field and fieflween the real and estimated projections of the featurgspo
of-view, only three degrees that are translations permpeiteti on image plane [6], [7]. However, the proposed methods in [6]

to the optical axis of lens and rotation around the opticé axm are not suitable to the microscope vision system becalise

are sensitive to motions. The monocular microscope systétﬁlv's'on system configuration. For the monocular visios-sy

is approximately treated as planar vision system. TheeefoFerg’g_'ﬁerem featuLes, S_UCZ %S po(;r;t_s, Ilpes, cwclea,dr?us,
normally, multiple microscope systems are integrated depr and distance, can be mixe Dy adding eatures _to the vegtor
to detect the pose of a target, for instance, three—micpscc?f pose error and by stacking the corresponding Jacobian

vision system in which the optical axes are approximate atrices. Furthermore, if the number or the nature of visual
orthogonal to each other is very popular for positioningatures is modified over time, the Jacobian matrix and the

cylindrical target, as shown in Fig.1 ector of pose error are modified consequently [1]. For multi

In order to achieve a much higher positioning accuracy, gyepion system, an approach for the real-time e_st|mat|orheft
actuator should be guided through continuous visual feeidbd?0S€ Of @ target object was presented by using the extended

in real-time. Therefore visual servoing scheme based ottl'-rT1uI<a|W"’:m filter and iny optimal image features were consml_ere
feature extraction [8]. In [9], a low-level sensor fusion

microscope vision system becomes an important issue. Ma{a% O . .
scheme for positioning multi-sensor robot was implemented
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1# Microscope Vision which the same initial, desired poses of robot and the stappi
CCD condition are set in the point-to-point procedure. Finahg
e aper is concluded in section V.
Six-link Parallel Robot | | Microscope pap
T
Microscope [l. IMAGE-BASED VISUAL CONTROL
-t)- j CCD A. Estimation of Jacobian Matrix Based on Three-Microscope

Cylindrical ‘- Vision System

Target 2# Microscope Vision
1 In this section, the IBVC algorithm is introduced to pogitio
ﬁ Microscope and adjust the cylindrical target. The aim of the visiondshs
! control scheme is to minimize the erra(it), which is typically
— (b defined by [1], [2]
3# Microscope Vision
e(t) = s(mf(t),ar) —s* €y

Fig. 1. Three-microscope vision system configuration . .
9 P Y 9 where the vectom(t) is a set of image features, parameter

ay, represents potential additional knowledge about the wisio

to obtain the relationship between the changes of imaa)és,tem ands” cor,ltalns the desired values O,f feature_s. The
features in each microscope and the pose changes in whitgation of robot's end-effector and the variation of ireag
microscopes Cartesian space. features are related by

In PBVC scheme, the position and orientation of the target As = L Ar (2

can be reconstructed by visual information. Many solutions ) . . .
in the literatures proposed the precise and robust 3D vis§4i€reéAs is the change of image featuresy is the motion

control in microscopes vision system. First of all, for th@f the end-effector of robot and, is the image Jacobian
disadvantages of the small depth-of-field and field-of-yiealrix. In this paper, the whole micro-vision system cotssos
the parametric microscope model and calibration algorithfA"&® Microscope vision equipments, as shown in Fig. 1. Two
specifically for optical microscopes were described in [11Y€rtical microscope vision systems which are used to view th
[12]. Based on monocular microscope vision system, in [13]PPOsite end side of the cylindrical object provide twopslés
[14], the target pose was calculated in real-time by a CAPfojections. One horizontal microscope vision system tvisc
model-based tracking algorithm at multi-scale magnifarati US€d 0 view the profile side of the cylindrical object prasd
and accurate micro-positioning scheme was demonstrated. RV irregular edges and two lines projections. Lines, eéip
multi-microscope vision, in [15]-[18], a CAD model basednd e_dges features eX|st_ in cyll_ndrl_cal target_. Thereft_he,
visual tracking system was proposed in order to be well duitf!lowings are the theoretical derivation of the image taan
for flexible automation and assembly of complex 3D geom&UP-matrices of line, ellipse and edge.

tries. A full six DOFs micro-assembly system paired with Firstly, an ellipse can be expressedsto= (zc, e, a,b,0),
advanced vision was demonstrated, in which the Cartesiifih its center, axes and rotation angle. y. are the center
coordinates of the manipulated micro-part were determin8fl €llipse, a,b are the length of ellipse axes amdis the
[19], [20]. However, the calibration of microscope visiorf!liPSe rotation angle. The image Jacobian matrix of edlips
system is complex. Consequently, no position-based visgQrresponding to the robot's motion is given by

control solution has been proposed to cope with the case Le=[tr ot or ot of )" A3)
that no common features exist in different microscope wisio
systems. whereL] ., L., LT L}, Lj are the row vectors of the image

The motivation of this paper is to develop new positioning@coPian matrix based on the ellipse features vectand the
methods based on three-microscope vision system to harf@@0t's motion in camera coordinate system. Here the Jacobi
the cylinder's pose estimation and the corresponding podgd-matrix/. describes the relationship between the estor
adjustment, in which the IBVC and PBVC based on threée s shown in formula (4) in image space and the motion of

microscope vision system are investigated. target in Cartesian space.

The rest of this paper is organized as follows. Section T
Il describes the definition of the Jacobian matrix of three Se— 8t = | o at (4)
microscopes vision system. The IBVC scheme is presented, in ‘ b—b*

which the Jacobian matrix for cylindrical target is estietht
by exploratory motions. Section Il presents the estahlisht ~ Secondly, the line can be represented by vegior)
of the coordinate system for three-microscope vision syste
The target position and orientation are reconstructedy the
controller drives the target to the desired pose. The expenihere(x,y) is the point on the linep is the distance from
ments and error analysis are given in section IV. Visuali@int the coordinate origin to the line and is the angle between
experiments by the constraints on three translationaledeyrthe normal direction of line and th&-axis positive direction.

of freedom (DOFs) and five pose DOFs are conducted, for the line, the image Jacobian matrix corresponding to the

rcosa+ysina—p=20 (5)
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robot’s motion is defined by

T
Ly=[c} Y]

where LT LT are the row vectors of the image Jacobian
matrix based on the line features vectgrand the robot’s
motion in camera coordinate system. Here the Jacobian sub-

(6)

matrix L; describes the relationship between the esjor s;
as shown in formula (7) in image space and the motion o

target in Cartesian space.

51757:[

[—m, 7).

Thirdly, for the irregular edges, the changes of the edges’  image piane
center (zo, yo) approximately express its changes in image _._._._._

p—p"
a—a*

where the value ofx — o™ is brought back in the interval

(7

space. So the Jacobian sub-mattix can be defined by

The Desired PI-Robot
Image Features

At,, At,, At, ’—‘AutX, Auy , Duy,
- i

Robot
Controller

» PI >
26, 80,, 86, | Inug,, Mg, dug,

Jacobian Matrix

Image Features |s

Image Capture and
Feature Extraction
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Lg=[1%5]" 8)
where L7, L], are the row vectors of the image Jacobian z,
matrix based on the point features vectgrand the robot’s 6R- Robot

motion in camera coordinate system. The Jacobian subxmatri
L, describes the relationship between the ewgr- s’ as
shown in formula (9) in image space and the motion of targe

in Cartesian space

*

Sd_Sd:[

;co—:c(’;i|

*
Yo—Yo

9)

Yc

Fi?. 3. The coordinate system of three-microscope vision

Therefore, static estimation of image Jacobian matrix dhase
on exploratory motion is practical for visual control witlto

Correspondingly, if the valuable image features of orfedlibration [4]. The goal of exploratory motion is to gaireth
Cy"nder target include two e”ipseS, two lines and edgegme necessary information about the robot goal'reaching metio
the Jacobian matrix of the whole vision system can be stack8dhe feature space as well as to maintain accurate estimati
by each sub-matrix of the microscope vision equipments 1t9f the image Jacobian matrix. The motion vectr can

expressed in

be acquired by systematically moving small displacements.
Here on condition that the target is not out of the field-of-

LY . . .
i view, in order to capture all possible movements of the end-
T .
LyTl effector, the end-effector of robot is moved regularly gon
L the direction of every degree of freedom. The feature vector
L As can be obtained by the corresponding feature extraction in
T .
LT i%z image space.
LE, L?*T” The useful image features of cylinder in image space are
a2 . . . . . .
L= Lh Lt (10) ellipses and lines. The cylindrical target motion detemsin
ilg Lk, the size of the motion vectakr. Here six DOFs on pose are
4 Ljy taken for example. Sas andAr can be expressed as follows.
LT,
@ rAzq
sz Ayi
Lk, Aay
T Aby
LTTO A6, A
Y Az te
| - | | A | 2w oty
As described above, the solution of Jacobian matrix needs As= | as;; | = 252 . Ar = ﬁgz (11)
the depths of features, which are difficult to determine in i“';; N A0,
monocular microscope vision. Yet the ranges of motion of ﬁfj}l A0
the target keep at the level of millimeter in microscopeorisi ﬁﬂz
system. For example, in this paper the translation ranges of Are
target positioner along -, Y-, Z-axis directions are-50mm - Ao -

and the rotation ranges around-, Y-, Z-axis are+3°. In
addition, the object is most likely to remain in the small thep ellipses features in image spaakp;, Ax; (i = 1,2) are the
of-field and the field-of-view of micro-vision system duringchanges of line feature®\xy, Ay, are the changes of edges’
the visual control task. The workspace of positioner is smenter, At,, At,, At., A6, Ad,, Af, are the pose changes
narrow that the positioner can only move within a small rangef cylinder in Cartesian space, here for the cylindricad)édy

where Ax;, Ay;, Aa;, Ab;, A9;(i = 1,2) are the changes of
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As is a16 x 1 matrix andAr is a6 x 1 matrix. In order traverse the whole range of motion in directions of six degre
to uniquely control the robot end-effector, the featureacsp of freedom. In practice, in some cases some target motions
dimension must be greater than or equal to the configuratiaill cause very small image motions, that is to say, the
space dimension. After steps motionsAs and Ar can be motions have low perceptibility. Moreover, not every rizfat
respectively composed by configuration space displacesnemiotion contributes equally to estimate Jacobian matrixndée
As,, and feature space displacements,, which arel6 x n a decaying mechanism is applied to reflect the decreasing

and6 x n matrices as shown in (12) confidence in measurements [3], [21]. The condition number
“Azyy Azis Az, - of L,LT reflects the ratio between the major and minor
Qv Jyiz - Qi axes of the confidence ellipsoid, in other words, between
11 12 in . .
Abiy Abiz  Abig the most represented and the under-represented directions
ﬁﬁ; ﬁﬁ;g ﬁfj;; Ator Ates  Atun As the confidence ellipsoid departs from the shape ofian
Ayzn Ayza Ayan Alyy Atyy  Alyy dimensional sphere, the condition number increases. Anoth
Ag, = | Qa2 Aaz ... Aaz, Ar, = | Btz1 Atez Aty . . . -
n Absy Absy  Absn | 0 BTn N RN N exploratory motion needs to be introduced only if the caodit
Abo1 Aoy Abay, Aby1 Ay Aby, T ;
Apos Apra Ape PNV number ofLS_LS goes l:_)eyond a certain thresho_ld. So after the
Aai Aarz Aaig solution off-line of the image Jacobian matrix, its corresg-
Apa1 Apaz Apan . . . . .
Acay Atss  Aday ing condition number will be calculated in order to deterenin
Azo1 Azor  Adon its singularity. This hel voiding th f singular g
L Ayor Ayoz  Ayon ts singularity s helps avoiding the use of singular gma

(12) Jacobian matrix in the visual control procedure, which igeno
So the image Jacobian matrix, can be solved according topractical for three-microscope vision system.
(2) by using the pseudo-inverse of the mattix,,. L is a
16 x 6 matrix, shown as follows.

L, = AsnArj{

B. Control System Design for IBVC
From the previous section, the robot pose errors

[Roir Qo2 Qe At,, At,, At,, A0, A0, A0, between the current and the
ﬁzu ﬁtglz ﬁzln desired ones are known. The control objective is to minimize
NN N . the errors by choosing an appropriate control output veattor
Axay Axag Aoy Aty1 Atgo JAN ; ; P :

Ayor Ayss Agan Aty At Aton each sampl_lng time. The control sc_heme for ehm_matmg the
= | Quz Loz o Ao Qo Moo Aban (13) Pose deviations of the end-effector is the discrete increate

Alor D02y Abor | | 201 A6 A6 Pl controller. The linear control law is given by

Api1 Apiz Apin A0, AO.o A0y,

Aarr Aarz Aaig Augy (k) At (k) Aty (k—1) At (k)

Apar Apaz  Apan Aug,, (k) Aty (k) Aty (k—1) Aty (k)

Aazr Aazz  Aazg Aug, (k) | At (k) At (k—1) At (k)

Aror Doz Qdton Aug. () | = Bo | | aooin) | — | aouo—1) | | T | a6nk)

- Svor 2oz Yon = Aug, (k) A0, (k) A0, (k—1) A6, (k)

where Ar;! is the pseudo-inverse of the matur,,. Aug, (k) A0 (k) A0z (k—1) A?l(Sk))

In [4], when the robot moves a new step, the new Vet ere parameters Au,_ (k), Aug, (k), Aue_ (k). Aug, (k).

tors will be substituted the first column vector of matricezu (k), Aug. (k) are the output of the PI controller at the
0, 5 0.

Asy, Ar,. And the new pair includes the most accurate
information about the current Jacobian matrix. Then the th control cycle Aty (k), Aty (k), At (k), A (k), Ady (k),

. - : : . 0.(k) are the pose errors at theth control cycle.K, is
cobian matrix is updated dynamically with the changing o . S . N
. s roportional factor, which is a diagonal matrik; is integral

matricesAs,,, Ar,,. Considering the narrow workspace of th L . . . .

) . A actor, which is also a diagonal matrix. The Ziegler-Nichol
microscope vision and the stability in visual control prdaee, :

. - : ethod is employed to tune the PI parameters.

the Jacobian matrix is treated to be approximately constarr“_l_he control structure is shown in Fia. 2. The pixel co-
According to the estimation off-line of image Jacobian rnxatr dinates of images features from eacgr; rﬁicroscg e vision
L, based on exploratory motion, the new pose errors of 9 . P

L . system are obtained. Then the errors of images features
cylindrical target can be solved by the pseudo-inverse aflevh .
system’s Jacobian matrix. between the current and desired ones are calculated. Tlee pos

errors of robotAt,, At,, At,, A, Ab,, Af, are obtained
[Ato At At A6, A0, A0, T = by the pseudo-inverse of the Jacobian matrix, which are
LH[Awy Ays Aay Aby Ay Aas Ays Aag Abs Az Apy Aay treated as the input of the PI controller. Finally the output

Ao Ao Ase AuclT (14) Aug,, Ay, Auy,, Aug, , Aug,, Aug, are used to be as the
p2 Aoz Azg Ayo] input of the robot itself controller.
where parameterdt,, At,, At., Af,, Af,, Af. are the new
pose errorSAl‘l, Ayl, Aal, Abl, A@l, AIQ, Ayg, A(IQ, Abg, 1
Abs, Apr, Aag, Aps, Aas, Axg, Ayg are the new changes of _ _ _
image features and+ = (LTL,)"'L7. So far the relative A. The Coordinate System of Three-Microscope Vision
motions of robot end-effector on six degrees of freedom areA new calibration technique of coordinate transformation
known, which can be used as the input of controller. with a small sphere based on three-microscope vision system

In order to obtain accurate Jacobian matrix, the target will proposed. Each microscope vision system has one virtual

. POsSITION-BASED VISUAL CONTROL
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clear imaging plane, which is constructed by using a higlef three microscopes are related to each other by the robot
precision positioning robot with a calibration sphere. Theoordinate system. Therefore, the world coordinates afitgoi
calibration sphere is moved accurately alokg, Y-, Z-axis Py, P can be calculated by the ellipses centers and the edges
directions within the depth of field of each microscope visiocenters.

system. Three virtual planes called clear imaging planes ofHere the solution ofP, world coordinates is taken for
three-microscope vision system can be formed, which showexhmple. Firstly, the?; coordinates along(,,;- andY,,;-axis

the workspace of each microscope. In essence, the thddections in the coordinate system of clearing imagingela
microscope coordinate systems are associated with eaeh otire calculated by (18)

by the robot coordinate system. In addition, the calibratio T . T

techniqgue overcomes the limitation of the orthogonality of [oor vy 1]0 = Hy [er o1 1] (18)
the multi-optical axes. Each microscope vision system c&gcondly, the coordinates df; are transformed from the
be treated as planar vision and three ones provide a 3DV, ,Z,; to the X.,Y.1 Z.; by (19)

micromanipulation scene, which can avoid complicated flept o cos6y 0 sindy 07 [t

estimation. The coordinate system of three-microscopmsivi [yl} — [ 0 1 0 0} [yb“} (19)

. . . . . Ze —sinf; 0 5601 0
system is established as shown in FigX3Y,Z. is the robot i oo il L

coordinate systemX,1Ye1Ze1, Xe2VeaZe2 and Xe3YesZes  whered), is the angle between thest clear imaging plane and
are the reference coordinate systems of three microscaRe coordinate plan&.;O.,Y.:, which is obtained by (20)
vision. Specifically,the directions along.;, X2, X.3-axis are

parallel to the direction along.-axis, the directions along 01 = arccos(C/v/ A? + B* + C?) (20)

Yer, Yeo, Yes-axis are parallel to the direction along.-axis \yhere 4 B, ¢ are the parameters of thiest clear imaging

and the directions alon@e:, Zes, Zes-axis are parallel 10 1ane equationtz+ By+C= = 1. So far the world coordinates

the direction along¥.-axis. Xuw1Yuw1Zuw1, Xw2Yuw2Zuw2 @Nd o p alongX,,- andY,,-axis directions have been calculated,
Xw3YwsZy,3 are the coordinate systems on the clear imagihich arez; = . Y1 = Yo
- el - el

ing planes. FurthermoreY.;Ye1 Ze, is the world coordinate e \world coordinate of, alongZ,,-axis direction can be

system of three-microscope vision. solved by the center pixel coordinates of two irregular edge
in the 2nd microscope vision system. Assumirigz, u2) are
B. Position Adjustment the pixel coordinates of the edge center of one cylindrical
Two vertical microscope vision systems provide two ellippseend side. Firstly, similar to formulae (18) (19), the edge
projections. The horizontal microscope vision system jpless center coordinates are transformed from KigY,2 7,2 to
two irregular edges and two lines projections. Because e X.2Y.2Z.o. Secondly, the transformation between the
without any marker on end sides of the cylindrical targef{c2Ye2Zeo and the X.1Ye1Z.1 is constructed through two
one rotation of the cylindrical target around its axis cannerigins of coordinate®).,, O... Finally the world coordinate
be measured. The images features including two ellipses, tof P, along Z.;-axis direction in theX.;Y.;Z.; can be
irregular edges and two lines can be applied to estimate thlatained by (21), which is; = “2...
position of the cylindrical target. g 100 s ron
Here the cylindrical target's position can be solved by the 1;,2] - [0 10 eltyﬂ] [gi} (21)
Cartesian coordinates of the ellipses centers on the cidad " ze 00 “tlm ‘
end sides. So the position along thg,-, Y-, Z,-axis can
be represented by

where “'t,.o, “t,.o and“'t,., are the translation distances
between the first calibration point on tHet clear imaging
P, = (x1+22)/2, P, = (y1+y2)/2,P. = (21 +22)/2 (16) plane and the one on thend clearing imaging plane. In
. . ummary, theP; coordinates in the whole vision system
where(z1,y1, 21), (z2, y2, 22) are the Cartesian coordinates Ogre Pi = (21,y1,21) = (Zo1,ye1, 200). However, due

two e”'p$es centers. . . to the optical axis are not orthogonal absolutely, this is an
Each image plane and the corresponding clear imagin

. . roxim imation. Th lution Bf worl rdin
plane of three microscopes are parallel approximately. ? pro _atg estimatio e solution B} world coordinates
are the similar to the above.

addition, the workspace of the whole vision system is so
narrow that the robot moves within a small range. Therefore
the relationship between the poift.,;, Y., zwi) ON the clear C. Orientation Adjustment

Imaging plane of each microscope vision system and its imagel\/lany methods are used to represent the orientation of a
projection point(u;,v;) could be related by the homography

: ‘ . rigid target in three-dimensional space, such as the ootati
matrix H;(i = 1,2,3), as shown in (17). mgatrix, ?he triple of Euler angles,pthe unit quaternion and
s [lj} — [;53;;} (17) the axis-angle representation. However, certain funstioh
1 Euler angles have singularities and they are less accurate t
where H] is a 3 x 3 matrix and is defined up to a scaleunit quaternion when used to integrate incremental chainges
factor. Usually, it is normalized tél;. The technique based onrotation [23]. As an alternative to Euler angles and the unit
maximum likelihood criterion can be employed to estimate tlquaternion, the rotation vector and angle are adopted,hwhic
matrix H; [22]. As described above, the coordinate systenhgck both the singularities of the Euler angles and the catadr
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Fig. 4. Orientation adjustment based on two rotational D&&sed on three-
microscope vision coordinate system

v

Tmage Capture and
Feature Extraction

constraints of the unit quaternion. The axis-angle represe
tation is employed and the axis-angle representatif) ; X , V
parameterizes a rotation by an unit vectpr= (f, f, f-), - { = ﬂ
where f2 + f2 + ff_:_ 1, indicating the direction of an axis '
and an anglé describing the magnitude of the rotation aroun = s
the axis, which is also known as the exponential coordinat
of a rotation.

In this paper orientation adjustment based on two rotatiq_% 6. Experimental system
DOFs is discussed, which is defined as the orientation vector
adjustment and a transformation from the one orientation
vectorv; to another vector,. The vectorf can be treated as can be obtained by the coordinate transformation between
the axis of the rotation transformation, which is calculay the three-microscope vision coordinate system and thetrobo
the cross product between vectgrandv.. The angled can coordinate system. As discussed in formula (15), the discre
be obtained from the dot product between ones, as shownrinsremental Pl controller is employed to eliminate the tosi

following formula. and orientation errors of the end-effector. Finally thepomt
o . B Aug,, Ay, Auy,, Aug, , Aug,, Aug, are used to be as the
f=Jait fyi+ ok =v1 x v input of the robot itself controller; meanwhile, its linnit
0 = arccos ( U1 ) (22) Vvalues are set. Similarly, the Ziegler-Nichols method oal
1] v employed to tune the Pl parameters.

Then the rotation transformation can be treated as the com-

mon result of multiple sub-procedures. The mathixt ( f,6) IV. EXPERIMENT AND ANALYSIS

is derived by the multiplication of multiple sub-matrices\. Experiment System

ROt.(f’ do), Wherede =0/n,nisa constr?mt Integer. Because 4 ertical microscopic views and one horizontal micro-
df is approximate to zero, the following formula can bgc,pic view provided a 3D micromanipulation scene, which

obtained. could avoid complicated depth estimation. The images in
1 —f.d0  f,df horizontal direction and the images in vertical directioergs
Rot (f,dd) = f-de 1 — fdf (23) integrated to feedback the information of the target. Thoeeg
—fyd0  f.dO 1 three images were simultaneously employed for the position
Therefore, the differential transformation of the oriditacan N9 @nd tracking of 3D object. The experimental configuratio
be obtained by [24] was shpwn in Fig. 6. _ . _
The image system included Navistar lens and Point Grey
AR = [Rot (f,df) — 1] = GRAS-50S5M-C. The working distance @&t and the3rd
0 —f.do f,do 0 —Af: Af, lens were51mm; the 2nd was113mm. The depth of field of
,f}jg(, f:)de fg‘w} - [_Afgy Aogw _%9“ (24) the 1st and the3rd were0.43mm and the2nd was1.73mm.

The maximum resolution of the CCD wad48(H ) x 2048(V)
in pixel. In order to maintain the same imaging directionhwit
the 3rd vision system, thd st vision system was operated by
horizonal flip. The micro-manipulator was a six-link paell
robot named PI-M810. Three DOFs on translation and three
DOFs on rotation were achieved accurately.

Due to the high positioning precision of the robot in the
) experiment, which was at level of several microns, such @s th
D. Control System Design for PBVC repeatability aret2pm, +£2um, +0.5m on translation direc-

The PBVC structure is shown in Fig. 5. The target pose atiens and+3urad, +3urad, +15urad on rotation directions,
obtained via the position calculation of the feature points the initial and desired poses of robot could be considerdideas
the three-microscope vision system. Then the robot positiceference for evaluating the performances of differentaiis
errors At,, At,, At, and orientation errors\d,., Ad,, AG, control schemes. In order to verify the performances of the

whereAd,,, Af,, Af, are three sub-vectors arouid, Y-, Z-
axis. The rotation transformation from the orientationteec
v to the orientation vector, can be divided into multiple
sub-transformations, where each differential incrememzich
sub-transformation can be expressed/&y, = f,df, Af, =
fydf, A0, = f.db.
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proposed method, the point-to-point motions were carrigg othree calibration planes of the three microscope visiotesys,
in which the initial point coordinates were set to be samerirhrespectively.

the errors between the coordinates after convergence &nd th " r322.014 89225 597.515
H H : = 8.604 —322.408 1617.161
desired ones showed the performances of different algosith L= ] 00006 00008 1 }
= [ 9 i 19041 26
B. Position Adjustment Based on Three DOFs 27 | 00006 —0.0002 i (26)
In the first experiment, the IBVC with Jacobian ma- r284.812 —5.353  654.692
trix was employed to handle the target on three trans- Hs = | —6.033 —287.255 15651'978}

lation DOFs. Firstly, the robot was driven to the initialynere 7, 7, 1, were the normalized homography matrices
position P4(0.7,0.3,0.1)mm and the desired position wasj, ihe 1st, 2nd and3rd microscope vision systems.

Pp(—0.6,—0.1,0.3)mm. Correspondingly, the initial and de- It ded 10 st ¢ o the desired it
sired image coordinates of the cylindrical target's feasur neede steps 1o converge 1o the desired position

were recorded. The parameters values of the incremer‘tfp'592’70'_094’0'297)”””' The target_ po§|t|on errors in
PI controller were{0.08, 0.56}, {0.08,0.52} and{0.06,0.42} '0POt coordinate system were shown in Fig. 8(b). Fig. 8(c)

along thex. -, Y-, Z,-axis directions. The position adjustmenf“Splayed the image trajectory in three image spaces. Since
would finish,whén the errors were less than A, along the Cartesian error was defined with respect to the stagfonar

the X,-, Y.-, Z.-axis directions. The Jcaobian matrix wadlesired target frame, the ideal end-effector Cartesigectary

estimated with the method in the section ILA; importantly)’,vas eﬁpeciﬁd to kl))et%stralg_htllne fr_om the dml't'al to tthe“d?' i
only three robot DOFs were used in the Jacobian mat € when the robot dynamics was ignored. In practice, due to

estimation, listed in (25). the _effec.ts of the rqbot dypamms apd joint coupllng, thecéxa
Cwous _1ous G - straight-line Cartesian trajectory might not be achieved.

—295.2 —93.49 49.20
—0.455 —0.144 —-0.076
—15.25 —4.832 2.543
—9.121 —2.888 1.520
—48.91 —15.49 8.153
—255.6 —80.95 42.61

The Initial Pose

_ 3.110 —0.9849 —0.5183
L= 1.182  0.374 —0.196 (25) <
1.122  0.355 —0.187
—175.9 —55.69 29.31 /-
—0.211 —0.038 —0.020 i
—179.4 —56.82 9.151 —_———

—0.0055 —0.0017 0.0009 Lo IR
—0.0055 —0.0017 9.150
L —178.2 —56.44 29.70 |

It only needed 8 steps to converge to the desired position
and the position of robot converged te-0.593,—0.099,
0.306)mm. The experiment results were shown in Fig. 7. The
position errors were calculated by matidix and the changes g o nitial and desired pose of the cylindrical target
of image features used in the IBVC could represent fully the
movement on translation direction, shown in Fig. 7(a),7(b)
It could be found that the position errors converged within
10um, which were decreased fast and steadily. The image
trajectories of target was demonstrated in Fig. 7(c).

As a comparison, the PBVC algorithm was conducted fa- Pose adjustment based on five DOFs
the same point-to-point control procedure. The initialsickd
poses of robot and the stopping condition were the same ad he initial robot pose was set &.7mm, 0.3mm, 0.1mm,
described above. Different from the above, the initial apel d0°,0°,0°) and the desired one was set &t0.6mm,
sired position of the cylindrical target in the three-miscope —0.1mm, 0.3mm, 0.3°,0°, —0.6°), which were obtained from
vision system were calculated and recorded. Therefore, ¥\¢ robot controller. The corresponding images of theahiti
comparing in the experiment conditions of these two method¥'d desired pose were shown in Fig.
the similarities were the same robot position in the initiat In the first experiment the IBVC with Jacobian matrix
desired states; the differences were that the desired oaes wvas employed to control three translational and two ro-
the image features in the former and the target positionen ttational DOFs from the initial pose to the desired one.
latter. The parameters values of the incremental Pl cdatrolin this procedure, the parameters values of the incre-
were {0.08,0.6}, {0.06,0.7} and {0.08,0.6} along X.-, Y.- mental Pl controller were set td0.05,0.6},{0.06,0.7},
, Z.-axis directions. The normalized homography matrice).05,0.8},{0.06,0.8},{0.07,0.45} on the five DOFs direc-
H;(i = 1,2,3) between the clear imaging plane of eackions. The pose adjustment would finish when the errors were
microscope vision system and its image plane were calibratéess than 15.m along theX.-, Y.-, Z.-axis and0.02° around
as shown in formula (26). The calibration sphere and thréee X.- and Z.-axis. The Jacobian matrix was estimated with
virtual clear imaging planes of three-microscope visiorrevethe method in the section Il.A; importantly, only five robot
given in Fig. 8(a). It could be seen that the sphere was on th®Fs were used in the Jacobian matrix estimation, listed in
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Fig. 7. Image errors, position errors and image traject@geld on IBVC by the constraints on three translational D@&)slmage errors of some features
which represent the target motions well. (b) Position ermfrthe target in robot coordinate system. (c) Trajectooesnage features including ellipses and
edges centers in three image spaces.
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Fig. 8. Three virtual clear imaging planes, position errargl image trajectory based on PBVC by the constraints ore tiremslational DOFs. (a) The
calibration sphere and three virtual clear imaging plarfethree-microscope vision. (b) Position errors of targetabot coordinate system. (c) Trajectories
of image features including ellipses and edges centersr@e timage spaces.

(27). directions well were revealed in Fig. 10(a). The angle of
r—25.89 —10.79 4.316 6.47 —12.94 7 line represented the rotation well, shown in Fig. 10(b). The
—226.9 —94.54 37.82 56.72 —113.45 7 7 i i
09900 —0.092 G.0367 0.055 —0.41 translation gnq rotation errors in robot coo_rdmate systenid
~15.38 —0.309 2.589 .81 —T.079 converge withinl 5um and0.02°, as shown in Fig. 10(c),10(d),
—40.27 —16.78 6712 10.06 —20.13 which exhibited the quick convergence and high precision.
I — 7368 1.534 —0.614 —0.092 1.84 27) The steps to converge to the desired pose were within 10
T Zomtez Solsae Z0:336 —0376 os0s steps. The actual robot pose could arrive (a0.591mm,
—123.44 —51.43 20.57 30.86 —61.72 — ° N° — o) i-
TgasAs —olas 9057 S0.86 —0LT2 0.095mm, 0.29mm, 0.294°,0°,—0.602°) in robot coordi
—127.1 —52.96 21.19 31.78 —63.56 nate system.
—0.3180 —0.132 0.053 0.079 —0.159
—73.99 —30.83 12.33 18.49 —36.99 H H : i
| T135.37 _55.15 22.06 3300 —66.18 | Similarly, in the second experiment the same point-to-

F%'nt motion was applied and the PBVC was employed

the target movement, not all features which were adopted control the target to converge to the desired pose from

the Jacobian matrix estimation played the same roles in t Cl_Jrrent one. The initial, desired poses qf robot and the
stopping condition were the same as described above. The

representation of the motions. In the whole vision coor@ina

system, the features of ellipses projections represerited ?Oaragwg'ée%s 4\:/3&'”%5 ng Otrg; mc(;%r;eon;a; Pl Ocoint(;(illger v;ﬁ(rje set
target translations along th€.-,Z.-axis directions and the ro- {0.08,0.43}, {0.06,0.67}, {0.08,0.52}, {0.04,0.45}

tation around thé&’.-axis well; the center of edges projectionéo'o&o'gg}' The homography matrices between each clear

represented the target translation along_the,Y.-axis direc- :cr(;]riqgl:r:: (pzlg)neEinirilie::?argezuﬁ?nsig\\//veerg :Ezt saorgz :aorrgr]s
tion well; and the features of lines projections represgiite ' P P

target rotation around th&.-axis direction well. Therefore, cpuld_converge “2 withirL5.m along the_Xe_—, Ye-, Z-axis
the Jacobian matrix of the cylinder in the three—microscoﬁ rections and).02_ arqund thex.-, Z-axis directions within
vision system should integrate all image features whicHcco steps.shown in Fig. 11(a), 11(b). The actual rOb°£ pose
represent the motions in all DOFs. And the image errors gpUd &MVe at(~0.592mm, —0.095mm, 0.292mm, 0.286",

D —0-588 ) in robot coordinate system. After a series of ex-

some features which represented the motions on translation.
P periments, the PBVC showed steady and robust performance.

Since the changes of some features were not obviously dur
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Fig. 11. Pose errors and robot trajectory based on PBVC bgdhstraints on three translational and two rotational D@&sTranslation errors of the robot
along X -, Y-, Z-axis directions in robot coordinate system. (b) Rotatiowrs of the robot aroundl- and Z-axis directions in robot coordinate system. (c)
Trajectory of the robot in robot coordinate system.

Both in IBVC and PBVC schemes, the pose errors of robohanges of the robot’s pose, which behaved in the initiarerr
that were obtained from its controller in robot coordinatalongY,-axis direction. Yet owing to the PI controller, the pose
system were different from the pose errors of the robot thatror along this direction could converge to a small range.
were calculated by the three-microscope vision system. Fonn addition, both in the IBVC and PBVC, the selection of
example, the initial translation errors along-axis direction target features had great influence on convergence accilmacy
that were0.53mm in Fig. 10(a) and0.57mm in Fig.11(a) the three micro-microscope vision systems, each micrascop
were greater than the initial err0rdmm in robot coordinate had its sensitive DOFs to motions. The parallel microscope
system. The reason was that the end of the robot linked to tfision systemslst, 3rd were sensitive to the motions along
target by means of a connecting rod. The rotational cent@e x.-, Z.-axis directions and around tHé-axis direction.
of the robot coordinate system was not the origin of th&nd the perpendicular vision systetnd was sensitive to the
world coordinate system of three-microscope vision. In th@otions alongX,-,Y.-axis direction and around th&.-axis
experiments, the changes of target's orientation induegge  direction. Therefore, both in the Jacobian matrix estiomati
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and the 3D pose solution, selecting the features repraserfie Comparative Analysis Between PBVC and IBVC
the motion well was necessary.

D. Position Adjustment with the Disturbances

In order to verify that the PBVC scheme had the better
performance on resisting disturbances, the external relist

In the point-to-point visual control procedure, the robot
trajectories based on IBVC and PBVC by the constraints on
three translational DOFs were demonstrated in Fig. 13¢e). T
visual control schemes had similar performances on adjust-
ment on translational DOFs, while the IBVC had the better
erformance on convergence speed. The robot trajectoyies b
e constraints on three translational and two rotatior@FB

bances had been imposed by human. The cylindrical target was

removed several times along different directions near the c
vergence position. Here the experiment based on PBVC by
constraints on three translational DOFs was conductedifSpe

ically, the initial, desired poses of robot and the stopping-

dition were the same as described above. The robot was drive

were shown in Fig. 13(b). In the PBVC scheme, the world co-

tﬁ;]réjinates of the cylindrical target were reconstructechieé-

microscope vision coordinate system; the robot trajectaay
more smooth.
d he analysis on sensitivity, precision and robustness were

to the positionD; (—0.306, —0.250,0.449)mm after the first applied to evaluate the performance of two visual control
convergence then the positidi,(—0.847,0.046, 0.154)mm

after the second convergence. The position errors of tigetar

algorithms [25], [26].
On the one hand, the IBVC algorithm with the Jacobian

and the actual positions of the robot in robot coordinatéesys Matrix demonstrated the better performances on sengiaud
were shown in Fig. 12. The actual positions of robot coul@€cision. It had a quicker convergence speed and the quositi
arrive at (—0.592, —0.107,0.309)mm under the first distur- and orientation deviations could converge to a smaller eang

bance and—0.605, —0.099, 0.292)mm under the second dis- Because the relationship of different microscope visicoisr-
turbance. The similar experiments based on the IBVC scheffi8ate systems was integrated into the image Jacobianxatri

were also carried out. The results demonstrated the prdpof@ the certain point-to-point motion, the solution of ralpose
algorithms had the strong capacity of anti-interference.
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Fig. 12. Position errors and actual positions of robot basedBVC with

the disturbances. (a) Position errors of the target in rabordinate system.

(b) Actual positions of robot in robot coordinate system.

errors based on the Jacobian matrix was more accurate. In
addition, it took full advantage of the cylinder featuredan
reduced the complex calculation, especially in face of mult
sensor vision fusion. The accuracy of IBVC was determined
by the accuracy of the Jacobian matrix estimation. Differen
objects had different geometries, which determined the dif
ferent forms of the Jacobian matrix even the arrangements
of microscopes. When the workspace of microscope vision
became larger, it was necessary to improve Jacobian matrix
estimation in order to avoid the singularity and guarantee
robustness of visual control algorithm, such as the dynamic
Quasi-Newton method. Within small range motion on point-
to-point the Jacobian matrix estimation based on exployato
motions showed more practical, better stability and higiner
cision. The PBVC needed a well calibration on the relatigmsh
between different microscope vision’s coordinate systants

the sensitivity to calibration errors was probably the main
drawback. Coarse calibration would introduce perturlvestion

the trajectory but would also have an effect on the accuracy
of the pose reached after convergence. Yet based on the small
field-of-depth of microscope vision, the world coordinatds

the cylindrical target were reconstructed by the homogyaph
matrix between the image plane and the clear imaging plane,
which was an approximate solution under the condition that
no large-scale movement occurred on the target.

On the other hand, the PBVC scheme showed the better
performances on stability and robustness. In the PBVC sehem
the coordinate system of three-microscopes vision wab-esta
lished, the cylindrical target's pose in the world coordea
system could be calculated at each sampling time, which han-
dled the target more intuitively. However, in the IBVC scheem
the coordinate relationship was hidden in Jacobian matrik a
the origin of coordinate system existed, but unknown. The
deviations between the current image features and theedesir
ones were used in the visual control procedure; yet theekesir
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pose of the target was hardly to be determined. Importantlyy the constraints on translational and rotational DOFs are
for the unknown and random motions, the robot pose errazsnducted. Experiment results show the feasibility of the
solved by the image Jacobain matrix became inaccurate grdposed schemes in three-microscope vision environrBgnt.
unstable. the comparative experiments, the IBVC scheme demonstrates
As known from above, two schemes had advantages ahé better performance on sensitivity and precision, witige
disadvantages on the visual control performances. HoweveBVC scheme exhibits the better performance on stability an

for the certain and known point-to-point motion, the IBVQobustness. In future, other control methods will be dgvetb
with the image Jacobain matrix was more favorable for multie remove the perturbations as fast as possible.

microscopes vision environment.

(1]
(2]

—#— Robot trajectory based on PBVC
—6— Robot trajectory based on IBVC

(~0.592,-0.094,0.297)

(~0.593,-0.099,0.306)

(3]

(4

(5]

(6]

(7]

—#— Robot trajectory based on PBVC
—6— Robot trajectory based on IBVC

(8]

El

[10]

[11]

[12]

(23]

(b)

Fig. 13. Comparison of robot trajectories based on diffecentrol algorithms
in robot coordinate system. (a) Robot trajectories baseBBWVC and IBVC
by the constraints on three translational DOFs. (b) Rolag¢dtories based on
PBVC and IBVC by the constraints on three translational amal fotational
DOFs.

[14]
[15]

[16]
V. CONCLUSION

In this paper, the main contribution is that new positioning7]
and adjustment techniques including IBVC and PBVC for
cylindrical target based on three-microscope vision sgste
are presented. In the IBVC scheme, the image Jacobijasi
matrix is stacked based on three microscope vision systems
and estimated based on exploratory motions, in which t
corresponding condition number is calculated in order twdav
singular. Then the incremental Pl controller is applied &k
image features converge to the desired ones. In the PBV@J
scheme, based on the establishment of world coordinate sys-
tem in the three-microscope vision system, the target iposit [21]
and orientation are reconstructed; then the controlleredri
the target to the desired pose. Visual control experiments
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