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Measuring the Visual Complexities of Web Pages 

Ou Wu, NLPR, Institute of Automation, Chinese Academy of Sciences, wuou@nlpr.ia.ac.cn 
Weiming Hu, NLPR, Institute of Automation, Chinese Academy of Sciences, wmhu@nlpr.ia.ac.cn 
Lei Shi, Yahoo! Beijing Research Center,lshi@yahoo~inc.com 

Visual complexities (VisComs) of Web pages significantly affect user experience, and automatic evaluation 
can facilitate a large number of Web-based applications. The construction of a model for measuring the 
VisComs of Web pages requires the extraction of typical features and learning based on labeled Web pages. 
However, as far as the authors are aware, little headway has been made on measuring VisCom in Web mining 
and machine learning. The present ~ provides a new approach combining Web mining techniques and 
machine learning algorithms for measuring the VisComs of Web pages. The structure of a Web page is first 
analyzed, and the layout is then extracted. Using a Web page as a SGmf'tStructured image, three classes 
of features are extracted to construct a feature vector. The feature vector'is fed into a learned measuring 
function to calculate the VisCom of the page. 

In the proposed approach of the present study, the type of the measuring function and its learning depend 
on the quantification strategy for VisCom. Aside from using a category and a score to represent VisCom u.s 
existing work, this study presents a new strategy utilizing a distribution to quantify the VisCom of a Web 
page. Empirical evaluation suggests the effectiveness of the proposed approach in terms of both features 
and learning algorithms. 

Categories and Subject Descriptors: H.4.m [Information Systems]: Miscellaneous; H.2.8 [Data-basedAp· 
plications]: Data Mining 

General Terms: Algorithms, Performance 

Additional Key Words and Phrases: Visual complexity (VisCom), ~uantification, Web mining, i'eature, 
}-earning. 
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1. INTRODUCTION 

Web pages have become indispensable for acquiring information in everyday life, and 
they also serve as the user interfaces of the Internet. Naturally, there is an increasing 
need to design visually appealing and easily interactive Web pages. Visual complexity 
(VisCom) plays an important role in the perception of visual stimuli. Existing stud­
ies [Berlyne 197 4J!Geissler et a!. 2006)lPandir and Knight 2006] have revealed that 
a relationship exists between VisCom and user experiences (e.g., visually pleasant) of 
Web pages. Tuch et a!. [2009] conducted various experiments to evaluate the impacts 
of VisCom on users when visiting Web pages. Their findings demonstrated that Vis­
Corns of Web pages have multiple effects on human cognition and emotion, including 
the experience of pleasure and arousal, task performance, and so on. Specifically, a 
negative linear relationship exists between VisCom and affective valence, whereas a 
positive correlation exists between VisCom and arousal ratings. Users performed bet­
ter on search and recognition tasks on low visually complex pages. Further, another 
study reported that the simplicity of interaction with Web pages plays an important 
role in improving user experience [Harper et a!. 2009], and is a desirable advantage 
for Web-based applications [Song 2007]. 

Understanding and measuring VisComs of Web pages is important for both Web de­
sign and Web-based applications. Web designers have become increasingly concerned 
about creating pages that are visually attractive and simple. As designers themselves 
do not always have similar impressions with the users [Park eta!. 2004], surveys of the 
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Fig. 1. A low-VisCom page (left) and a high-VisCom page (right). 

perceptions of population samples aid in evaluating Web design in terms ofVisCom. 
Nevertheless, the entire evaluation procedure can be costly and slow. Hence, an ob­
jective third-party Web VisCom evaluation tool, which is capable of producing reliable 
estimates of the VisComs of the designing Web pages, can help designers obtain feed­
back at reduced design costs and time. In addition, an effective VisCom measurement 
can help researchers interested in interaction of cognition and Web use [Harper et a!. 
2009; Tnch eta!. 2009; Tuch et ,!'fl 2011]. Tuch eta!. [2009] considered the JPEG size of 
a page's transformed image as the VisCom of that page. However, this simple strategy 
may lead to unreliable conclusions. As our experiments suggest, using the JPEG size 
to measure VisCom is inaccurate for some Web pages. More accurate VisCom mea­
sures can help cognitive researchers who analyze Web processing obtain more reliable 
results. 

Figure 1 shows two Web pages with distinct VisComs. Typically, VisComs are re­
lated to human empirical observations that are unavoidably subjective [Annett 2002]; 
therefore, there is some doubt as to whether or not VisComs can be measured. Song 
[2007] analyzed VisComs of Web pages using the Gestalt principle and concluded that 
although the VisComs of Web pages are perceived subjectively, they can be measured 
reliably. Actually, VisCom is a quantifiable property [Donderi 2006] that has been mea­
sured in such diverse areas as images [Rosenholtz et a!. 2007; Forsythe 2009], icons 
[Forsythe eta!. 2003], visual advertisement [Pieters eta!. 2010], and 3D graphics [Gero 
and Kazakov 2004]. These previous measurement methods motivate us with the idea 
that measuring Web page VisComs is feasible and is a worthwhile topic of study. 

Automatic measurement ofVisComs of Web pages can be reduced to a Web mining 
problem. However, current Web mining mainly involves I'D the exploration of content, 
usage, and structure [Cheng and Cant-Paz 2010; Jiang et al. 2010; Liu 2007]. VisCom 
measurement for the Web has only been investigated in human-compute>linteraction 
(HCI) literature. The Visual Complexity Rankings and Accessibility Metrics (Vi CRAM) 
project1 launched by the University of Manchester is the pilot work in Web VisCom 
measurement. The Vi CRAM project aims to improve accessible Web design by describ­
ing the VisComs of Web pages. Although the VisCRAM project is a pioneer work that 
has obtained a number of valuable conclusions, several problems still deserve further 
study. One primary problem is that the number of features is limited. For instance, 
some important factors such as colors and textures are not considered. In addition, the 
measurement model construction relies heavily on conventional polynomial regression 
methods, resulting in a weak generalization capability of the constructed models. 

1 http://hcw.cs.manchester.ac.uk/researchlvicram/ 
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To advance Web VisCom research and construct a generalized and more accurate 
VisCom measurement model, this~ proposes a new VisCom measuring approach 
by integrating studies in HCI, and methodologies in Web mining and machine learn­
ing. Specifically, a new layout extraction algorithm is presented to analyze the struc­
ture of a Web page, diverse features motivated by existing stndies in HCI [Michailidou 
et al. 2008; Donderi 2006; Song 2007; Harper et al. 2009], design [Ahmad et al. 2008; 
Park et al. 2004], Web mining [Cai et al. 2003b; Song et al. 2004; Kim and Wilhelm 
2008; Wu et al. 2011], and computer vision [Hasler and Susstrunk 2003; Geusebroek 
and Smeulders 2005; Rosenholtz et al. 2007] fields are extracted. Moreover, theoreti­
cally well-founded machine learning algorithms are utilized to cope with the learning 
of the measuring function. The conducted experiments show that the proposed ap­
proach achieves better results than the HCI method as well as three other methods 
used for comparison. 

Studies on HCI mainly investigate on primary factors (features) from carefully de­
signed psychological experiments, whereas studies on machine learning more focus 
on feature extraction and model learning. Hence, compared with conventional HCI 
papers, the present~ introduces technical details of the employed features and 
learning algorithms before describing the actual experiments. The remainder of the 
current~ is organized as follows: Section 2 briefly: reviews related literature. Sec­
tion 3 introduces the materials and problems. Section' 4 describes the framework and 
details of the proposed approach, including VisCom labeling, feature extraction, and 
learning algorithms. Section 5 reports the experimental evaluation results. Finally, 
Section 6 gives the conclusions as well as the limitations of this work and several top­
ics for possible future studies. 

2. RELATED WORK 

VisCom measurement is an emerging important topic in multiple disciplines includ­
ing the HCI and design fields. This section briefly reviews previous studies on the 
VisComs of Web pages. The current study relies on Web mining and machine learning 
techniques, so several related topics will be reviewed. Additionally, several studies, 
which also investigate the subjective issues, will be briefly introduced. 

2.1. Visual !;l)rnplexity r;ueasurement 
- ;&. 

As previouSly mentioned, current studies on VisCom are primarily from the ViCRAM 
project. In a recent study ofViCRAM [Michailidou et al. 2008], Michailidou et al. uti­
lized three features, namely, top left corner counts (T LC), word counts (W), and image 
counts(!) to construct a linear model expressed as: VisCom = 1.743 + 0.097TLC + 
0.053W + 0.0031, where T LC represents the number of distinct sections a Web page 
is organized into. The following steps are undertaken in counting T LC of a Web page 
[Michailidou 2009]: (1) chunk rendering of the page is created based on cues, such as 
background colors, headings, stand-alone images, and visual lines or borders; (2) the 
page is divided into boxes, each of which contains a section or subsection; and (3) the 
top left corner of a box is counted provided that its left and top sides are not adja­
cent or have a common side with another box. Word counts comprise all texts used 
to present any type of information on the page, including texts from menu lists and 
within images. Image counts contain any image on the page such as advertisements, 
logos, and decorative images. These three features describe several key factors related 
to the visual presentation of a Web page, such as color, layout, texts, and images. 

Measuring VisCom is also investigated in the area of images [Rosenholtz et al. 2007; 
Forsythe 2009], electronic displays [Donderi 2006], and 3D graphics [Gero and Kaza­
kov 2004]. Rosenholtz et al. [2007] proposed two classical methods for image VisCom 
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measurement: ~bband .~ifitropy (SE) and !jature ~:Pngestion (FC)2• SE is based on the 
perception thatVisCom Ys related to the ni:T'mber Otlbits required for sub band (wavelet) 
image coding. A larger number of required bits resulj;._in greater VisCom. FC is seen 
as the difficulty measurement of adding a new salient item to an image. A higher dif­
ficulty value indicates a higher VisCom. An easier method to measure VisCom is to 
utilize the file sizes of digital images after compression (e.g., jpeg and zip). A larger file 
size indicates higher complexity [Stickel et al. 2010]. Donderi [2006] compared several 
popular compression formats for VisCom assessment, and experimental results indi­
cated that JPEG is closer to user experiences among others, although it cannot suffi­
ciently reflect the experienced complexity of users. Gero ~ [2004] investigated the 
VisCom of 3D graphics. The geometry of 3D graphics can be represented by a graph, 
and the complexity of the graph is then calculated based on the probability distribution 
of different node types in the graph. 

2.2. Web mining 
= Web mining aims to discover useful information from the Web data. According to anal-

ysis targets, Web mining can be divided into content, usage, and structure mining [Liu 
2007]. Web content mining is the process for discovering useful information from the 
text, image, audio, or video data on the Web. Web usage mining is a process to extract 
useful information about what users are looking for on the Internet based on Web logs, 
)..4 user access history. Web structure mining is the process to use graph theory to ana­
lyze the node and connection structure of a Web site. Web mining has been successfully 
applied in many areas such as Web search and electronic commerce. 

A large number of recent studies [Cai et a!. 2003b; 2003a; Wu et al. 2011] have 
given attention to the visual presentation of Web pages. Cai eta!. [2003b] introduced 
a visual-based page segment (VIPS) algorithm to determine the structure of a Web 
page. Although this algorithm is part of Web structure mining, the VIPS algorithm is 
primarily based on many Web appearance cues, such as split lines, decorative images, 
colors, and fonts. In !Cai et a!. jg003a], visual appearance cues are utilized to distin­
guish different parts of a Web page and find useful content blocks of Web pages. Wu et 
a!. [2011] proposed an automatic approach for determining whether a page is aesthetic. 
These studies are summarized into a new Web mining division~ Web appearance 
mining, which considers the appearance of Web pages as the (partial) analysis tar­
get and focuses on discovering useful information (e.g., useful content blocks in jcai 
et al.~003a]) based on Web appearance. In comparison, the current study also focuses 
on the appearance of a Web page. Therefore, the present work belongs to the area of 
Web appearance mining. Web appearance mining is very likely to become increasingly 
important because the appearances of Web pages significantly affect the interaction 
between users and such pages. 

2.3. Machine.learning 

Machine leafning deals with the design and development of prediction models (or func­
tions) that allow computers to evolve behaviors based on training data such as sensor 
data or databases (Kn analysis of the primary difference between model construction 
in HCI and machine learning is given in Appendix A). For example, given a facial 
database, one can construct a face recognition model based on machine learning the­
ories. Machine learning can be roughly divided into supervised, semQupervised, and 

'-" 

2In ~osenholtz et al. fi007], SE and FC are primarily proposed to measure the visual clutter of images. HowM 
ever, Rosenholtz et al.'aiscussed the definition ofVisCom and the features of their proposed algorithms. They 
concluded that the proposed methods (i.e., SE and FC) can also be used in measuring VisCom. Interested 
readers can refer the fourth paragraph of the sixth section inJRosenholtz et al. '{g007]. 
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unsupervised learning [Mitchell 1997]. In supervised learning, a prediction model is 
learned (constructed) to map inputs (called features) to desired outputs (called labels) 
based on training data of input-output pairs. Once the prediction model is learned, a 
new input can be fed into the model and the output is generated. Supervised learning 
can also be divided into su@reas, namely, classification and regression. In classifi­
cation, labels are categorical; in regression, labels are continuous. In this study, for 
example, if we aim to predict whether or not a Web page is visually complex, a model 
is constructed to classifY a Web page into either a ''Yisually complex" or a "Yisually 
simple" category. In other words, the labels are categorical. If we aim to predict the 
VisCom score of a Web page, a model is constructed to score the Web page. In this case, 
the labels to be used are continuous real numbers. 

Machine learning pays much attention to the generalization capability of a predic­
tion model, which refers to the prediction performance on new, unseen data prediction. 
Two supervised machine learning algorithms, namely, §8-lldom wrest (RF) [Breiman 
2001] and §,Upport Jl,"Ctor l.lS"chine (SVM) [Vapnik 1998] are demonstrated to have good 
generalization capability as reported in previous literature. These algorithms are used 
in this study and are briefly introduced in Appendix B. 

2.4. Automatic measurement of !J.uman jl!elings 
With user exp~rience receivin~ an in~reasing amount of attention, many studies have 
been conducted on the automatic evaluation of subjective human feelings on images, 
videos, texts, and Web pages using computational approaches. For instance, Datta et 
al. [2006] proposed a computational aesthetic approach to evaluate the visual quality 
of images. Ninassi et al. [2009] investigated visual quality assessment for videos. Pitler 
and Nenkova [2008] extracted 32 features for a text document and constructed a clas­
sifier to assess the readability of the text document. Zheng et al. [2008; 2009] designed 
elaborate experiments to collect user ratings and utilized low-level features to estimate 
user feelings and perceptions on interfaces and Web pages based on machine learning 
approaches. Their experimental results suggest that there are interesting patterns in 
the relationship between low-level features of Web pages and design-relevant dimen­
sions. Wu et al. [20 11] constructed a linear regression model to score the visual aes­
thetics of Web pages. The aforementioned studies profoundly illuminated the current 
study, particularly on the primary procedures used in the former, which are similar to 
the latter. One example is feature extraction, which is one of the areas considered in 
the current study that has been directly motivated by previous studies on images and 
Web pages. 

3. MATERIALS AND PROBLEMS 

3.1. Web gages and A!articipants 
Homepages are usually effectively designed to attract users because they give users 
the first impression of a Web site. In this~ 1300 homepages were collected, mainly 
from company, university, and personal sites among others. Given that all the partic­
ipants were Chinese, no Chinese Web pages were selected. This is a common practice 
that designers use to prevent human evaluation from being interfered by the content 
[Thomas and Tullis 1998]. The URLs of all the experimental Web pages are available in 
an online Appendix (Appendix C). After completing the download, each page was pr€ 
processed and their features were extracted using the feature algorithm introduced in 
Section 4.3. 

The participants were recruited using mail advertising from our experimental lab­
oratory. To ensure that all selected participants had normal perception on VisCom, 
each candidate was asked whether the page of www.baidu.com was visually simpler 
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than www.sohu.com. If the answer was 'jye~ the candidate was selected. Finally, seven 
members from the laboratory and five friends of the laboratory members were selected 
as participants. The seven members from the laboratory were all Ph.D. students in 
~omputer Science. The other five members were students specializing in a'omputer 
jilcience, Jl.griculture, and jllectrical ;Ehgineering. Among the participants, seven were 
males and five were females, aged between ages 20 and 30. All the participants ac­
cessed Web pages at least every week. 

3.2. Rating nrocedure 

In Web peYception experiments [Papachristos et al. 2006], hmnan labeling interfaces 
are generally well-designed to keep the perception of participants as close as possible to 
their perception when they access the pages freely. Therefore, we designed a labeling 
platform which shows a page similar to a Web ,prowser with the scoring box located 
at the bottom of the interface as shown in FigA2. For each Web page to show, the 
platform tries to ensure that the page's presentation is as close to that in a standard 
Web browser as possible. Therefore, for long Web pages, users scroll the pages and find 
the rating boxes at the bottom of the interface. The platform ran on a Dell OPTIPLEX 
320 PC with a resolution of 1280 x 1024 pixels . 

. --···­-·--· 
·~ '-' -I o 0 '-' I " ~ " 

Fig. 2. The human labeling platform. 

"""""' i 
---~1 ...... ----

Considering that the concept o isCom is not difficult to understand and we wanted 
the participants to access the pages freely, we did not give special instructions to the 
participants but only a simple training on how to use the labeling platform. Each par­
ticipant was allowed to view one page within 5s and rate the page within an integral 
score from the set of basic ratings { -2, -1, 0, 1, 2}3 , where a score of'J,.2 indicates that 
the VisCom is very high, whereas 2 indicates that the VisCom is low. 

During the user-rating session, a Web page is randomly loaded. The participant then 
views the page and subsequently rates it. After rating, the participant clicks "next" 
to load the succeeding random page. If the participant fails to ~~e a page within a 
fixed amount of time, a page is randomly selected among the u~ated pages and is 
loaded automatically. Mter all the 1300 pages were rated, the participant's rating task 

3Th ere is no general standard about i setting of the number of basic ratings. In existing studies including 
}Michailidou et al@OOB'hAnnett{g002 Pitler and Nenkova@OOB], five, seven, ten, and eleven are usually 
chosen. Since it is difficult to say whic number is the best without any further information, five is selected 
in this study. 
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is concluded. Each participant was required to rate all the 1300 pages within four 
hours. When all the participants finished their rating tasks, each Web page received 
12 VisCom ratings. 

3.3. Problems 

The aim of this study is to construct a VisCom measurement model, which can predict 
the VisCom of a new Web page, based on the collected 1300 Web pages and their as­
sociated VisCom ratings. There are several key problems. (1) How to represent a Web 
page using a set of quantitative features? (2) How to learn a measurement model with 
good generalization capability? (3) Once a measurement model is constructed, how to 
validate its effectiveness? 

The .abiD1) problems are addressed by using a typical supervised machinglearning 
approach together with Web mining and computer vision techniques. Genera'l)y, a typ­
ical supervised machine'Nearning approach consists of three major stages: data prepa­
ration, training, and testing. The data preparation stage extracts features and collects 
user ratings to compile training and testing data. The training stage constructs a pre­
diction model based on the training data. The testing stage evaluates the performance 
of the learned prediction model based on the testing data. The following section intro­
duces our methodologies. 

Labels 

' ' ' ' ' ' ' 
Training ,,, 

i ~ '---" 
Trainh1g 

COHectkm .. [_~bel~ IIIJ 
of Web 
pages ... [--Feature ..~ 

' . mt
1
'<___ Spilt > -----------------------------------------

r:::---, ' . / ' Feature~ 1 tj 
: [Prediotion by th~ 
l -tl learned .. 
1 Test set i prediction model L-.----' 
1: ~------ • 

i G~}-~~~=~j 

""' - ex.tractiori "''' 

lcstmg 

Data l>rcpiu';ltion 

Fig. 3. Overview of the proposed approach. 

4. METHODOLOGIES 

4.1. Overview of the Proposed Approach 

"' Our proposed approach falls under a conventional sup,l!ervised machine learning ap-
proach. Therefore, the construction of a VisCom measurement function (a prediction 
model) by the proposed approach conforms to the main flow of a machine learning 
approach. The outline is shown in Fig1_ 3. 

As can be seen, the iAf>ut of the data preparation stage is a collection of Web pages 
enclosed within the lef\!jnost cylinder (Fig13). Initially, each Web page is labeled, and 
a number of measurable properties (features) are extracted from each Web page. Ail 
the extracted features of the Web pages and their labels comprise the labeled datC 
set. The datii"1et is then split into two sets, namely, training and test sets. In the 
training stage-:' the input is the training set. A (supervised) machine learning algorithm 
is utilized to obtain a prediction model (i.e., a VisCom measurement function) based 
on the training set. The output is a prediction model whose input and output comprise 
features of a Web page and a VisCom label, respectively. In the testing stage, the input 
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is the test set, and the learned prediction model is initially run on the features of 
each Web page in the test set. A predicted VisCom label for each test Web page is 
then obtained. Subsequently, the predicted labels are evaluated using an evaluation 
criterion (e.g., classification accuracy) based on the original labels. The final output 
suggests the performance of the learned prediction model. 

Two points distinguish the proposed approach from the other HCI studies. (1) Our 
approach conforms to a standard machine learning framework, so theories in machine 
learning can help construct an effective VisCom measurement function with good gen­
eralization capability. (2) Unlike previous studies that involve,.limited number of fac­
tors, the proposed approach leverages Web mining and computer vision techniques to 
extract an extensive range of features. These features can represent a Web page in 
many cues such as color, layout, texture, and other visual factors. 

4.2. VisCom Labeling 

As introduced in Section 3, considering that the VisCom of a Web page is subjective 
and different people may perceive different or even opposite VisComs of the same page, 
each collected page is repeatedly labeled by 12 participants using several basic ratings. 
When all the participants finished their rating tasks, each Web page received 12 user 
ratings. The histogram of user ratings reflects how users perceive the VisCom of a Web 
page.~or example, Fignre 4 shows the histograms of user ratings of the two pages 
in Fi 1. The two histograms suggest that all users agree that the left page has a 
lower isCom. Other exemplar histograms of user ratings of four Web pages in our 
collection by twelve participants are shown in Fi!!J_ 5. The following part discusses the 
quantification of raw user ratings into a VisCom label. 

10 

~ 8 
0 

~ 6 
0 

~ 4 
,D 

§ 2 

~ 8 
~ 6 

~ 4 
§ 2 
z z 0'------"o---;------:c--

-2 -1 0 1 2 ° -2 -1 0 1 2 
Rating Rating 

Fig. 4. The votes on the basic ratings of the two pages in Fig. 1. The left histogram of votes is for the left 
page in Fig. ~ 

Existing studies [Datta et al. 2006; Pedro and Siersdorfer 2009] usually use a cate­
gorical label or a score to quantify the user ratings. Despite the reasonableness of both 
the category and score quantifications, in some cases, a single quantity is insufficient 
to capture the true nature of the subjectivity ofVisCom. It is observed from Filil' 5 that 
the disagreements between par!jcipants are relatively high. Some participantS'tabeled 
a page as}ery visually complexJ-(~), while some others labeled the same page as;{very 
visually simple't, (2). Fignre 6 shows the histogram of variances of the ratings by par­
ticipants for our collected 1300 Web pages. The variances of user ratings reflect the 
inter-rater disagreement. Most pages' rating variances are larger than 0.5. Therefore, 
the inconsistencl between VisCom scores by humal}. cannot be ignored. However, both 
the category and score strategies do not consider this issue. 

To this end, we proposed a new quantification strategy that directly applies the nor­
malized histogram of user ratings as the VisCom label of a Web page. The quantifica­
tion is as follows! 

(1) 
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Fig. 6. The histogram of variances of scores by labelers. 

where Pki is the proportion that the i-th basic rating is chosen by users{ 

j :9 

ki = The number of users who chose the i-th basic rating to rate the k-th page ~2) 
P The number of users 

When the number of users approaches infinity, Yk becomes the distribution of the per­
ceived VisCom for the k-th Web page. Hence, this new strategy is called distribution 
quantification strategy. Using this strategy, the labels of the four pages in Figl 5 are 
(0.1667, o.os33, o.1667, o, o.5833), (o.25oo, 0.4167, o, o.1667, o.1667), (0.1667, o:4167, 
0.0833, 0.1667, 0.1667), and (0.6667, 0.1667, 0, 0, 0.1667), respectively. 

Distribution quantification can capture the subjective nature of VisCom better in 
three aspects. {1) It is consistent with the subjectivity nature of VisCom that a page's 
VisCom can be perceived differently. (2) A distribution seems like a soft label of a page, 
which is similar in spirit with the fuzz set theory that arises from human subjectivity 
[Zadeh 1965]. Each entry of Yk reflects the approximate possibility that the VisCom 
belongs to the corresponding rating. (3) It provides a clear picture of how people per­
ceive the VisCom of a page, and carries more information than a category and a score. 
As each entry of Yk is approximately continuous and locates in [0, 1[, the learning for 
this new quantification is called VisCom distribution regression. 

Since a distribution is more suitable, then why are classification and score regression 
still explored in the study? Although distribution contains more information, learning 
a distribution measuring function is also more difficult and requires more human la­
belers, which is a practical challenge in real use. Section 4.4 will describe the learning 
algorithms for the measuring functions under the three quantifications. 
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Fig. 7. The feature extraction for a Web page in the proposed approach. 

4.3. Feature extraction 

Web page sFructural elements (e.g., text, links? and images) and their visual character­
istics (e.g., overall color scheme) determine the VisCom level of a Web page [Michaili­
dou et a!. 2008]. To extract both structural and visual features of a Web page, a new 
feature extraction procedure is proposed (Fig7 7). First, the source/l.codes of an input 
Web page are obtained, and the page is tranRormed into an image (called Web'toage 
image). The page is then segmented, and the layout is constructed for the page. Three 
classes of features are extracted, namely, source-code (also called HTML features in 
this study), structural, and visual features. HTML features refer to the quantities of 
Web page elements (e.g., texts, links), structural features reflect the layout of a Web 
page, and visual features represent the color and the texture of the transformed Web,e­
page images. These three classes of features characterize the five main parts of a Web 
page: texts, images, links, background, and layout. 'I 

In visual feature extraction, each transformed WebAJ>age image is represented both 
in Red-Green-Blue (RGB) and Hue-Saturation-Value (HSV) color spaces in the calcu­
lation requirement. In total, 44 features are extracted and denoted as {f; jl :0 i :0 44}. 
The succeeding section explains the details of each of the feature extraction steps. 

4.3.1. Structural-spalysis. Michailidou eta!. [2008] concluded that there is a strong cor­
relation betweert"the layouts of Web pages and their perceived VisComs. Hence, the 
primary goal of structural analysis is to extract the layout of a Web page. The obtained 
layout will be used to extract layout features and to aid in the extraction of visual 
features. Based on the definition oflayout in design re'l""i'rch [Ahmad et a!. 2008], the 
layout of a page in this study is defined as a set of un!.overlapped large rectangular 
blocks that (approximately) cover the whole page. These rectangular blocks are also 
called layout blocks. Figure 8 gives three layout examples for three pages, respectively . 

""0'"'"""'"" I'"""'' t .......... I .. ., ......................... '"" ......... · 

Fig. 8. Three Web pages and their extracted layouts (rectangles with heavy black lines) using V-LBE. 'There 
are seven, four, and eight layout blocks in the left, middle, and right pages, respectively. 
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Numerous well-known Web page segmentation algorithms are proposed in previous 
literature [Cai eta!. 2003b~Kohlschtter and Nejdl2008]. These algorithms represent a 
segmented page using a tree. Song et a!. [2004] directly adopted the leaf nodes (blocks) 
as the layout blocks of a Web page. The sizes of leaf nodes vary substantially, and 
some leaf nodes' sizes are very small, so a new heuristic layout extraction algorithm 
based on the Web page segmentation is introduced instead. Given that the present 
study explores the visual aspects of Web pages, the visual-based page segment (VIPS) 
[Cai eta!. 2003b] algorithm is selected as the basic segmentation algorithm. A briefW :;" 
introduction of VIPS can be found in Appendix D. '-' 

Our algorithm is called \YiiPS;\based \9tyout ~ock \ID<traction algorithm {V-LBE). (!i'O bo 1<\) I = 
The VIPS algorithm is first performed to segment a Web page to derive the VIPS tree. "----
In this step, the parameter Permitted Degree of Coherence(PDoC) of VIPS is set to be 
large enough to ensure the smallest possible leaf node block granularity of the VIPS 
tree. Based on the VIPS tree, V-LBE selects all the layout block candidates whose 
si~ are above a threshold (T1) and then deletes or inserts blocks to construct a set of 
ul\!9verlapped large blocks which (approximately) cover the whole page. The steps of 
V-LBE are shown in Algorithm 1. In our experiments, T1 is heuristically set as 1/9 of 
the whole page size, while T2 is heuristically set as 1136 of the whole page size. The 
reason why 1/9 and 1/36 are selected is as follows. A Web page can be divided into 3*3 
blocks or 6*6 blocks. At first, only the blocks whose sizes are above 1/(3*3) = 1/9 of 
the whole page are taken as major blocks or layout blocks. As many small blocks are 
deleted in this step, the left blocks cannot cover the whole page. Hence, in the second 
step, new blocks are generated in order to cover the uncovered page. Finally, if the 
new generated blocks are smaller than 11(6*6)=1/36 of the whole page, then these new 
blocks are not taken as major blocks, namely, layout blocks. 

Steps: 

1. Segment the Web page into a block tree using the VIPS method described in [Cai eta!. 
2003b). The parameter P DOC is set to be large enough to ensure the smallest possible leaf 
node block granularity. 

2. Access each node of the tree and select the nodes whose areas are equal to, or bigger than, 
the threshold T1. These selected nodes also consist of a new tree Tnew-

3. Access each non-leaf node ofTnew· If the node's children do not cover it, new nodes are 
generated as the node's children such that the node can be covered by its children. 

4. Delete Tnew's leaf nodes whose areas are below 72, and output the rest of the leaf nodes' 
rectangular blocks. 

Once the layout blocks are obtained, relative positions of the blocks can be eas­
ily inferred. An adjacent matrix (A) is used to describe the relationships between 
blocks: A,; = 1 if the i-th block and jhe j-th block are adjacent, while A,; = 0 oth­
erwise. Take the middle page in Fi!5J. 8 as an example, its adjacent maxtrix (A) is 
[0, 1, 0,-0; 1, 0, 1, 0; 0, 1, 0, 1; 0, 0, 1, 0]. 

Let us suppose a Web!page image's layout blocks are {B1 , .•. , B,, ... , EM}. The fol­
lowing subsection describes the details of candidate features for VisCom measurement. 
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Table I. Definition of HTM 

4.3.2. HTML Feature Extraction. The HTML features are all extracted directly from the 
sourc"Acodes of Web pages. Details of these features are described in Table I. The fea­
tures f• and fs are calculated asr' 

(3) 

where f z; represents the i-th font size used in a page, p; is the proportion ofthe texts 
with the i-th font size, fw; represents the i-th font weight used in a page, and q; is the 
proportion of the texts with the j-th font weight. Methods in HCI field focus on this 
class of features. 

4.3.3. Structural Feature Extraction. The structure of a Web page significantly affects its 
visual presentation and thus the perceived VisCom. The VIPS tree describes the de­
tailed structure of a page, while the layout describes the overall structure. Intuitively, 
the more complex the VIPS tree, the more visually complex the page~ Figure 9 shows 
two pages with distinct VIPS trees. The left page has lower VisCom and also a lower 
complex VIPS tree. However, studies on tree complexity are rare. We note that there 
are studies on graph complexity [Kim and Wilhelm 2008]. To measure the complexity 
of a graph, some basic structural information such as numbers of nodes and edges are 
usually used. Motivated by the graph complexity measurement, the .features (j11 - j,8 ) 

shown in Table II are extracted to describe the complexity of a VIPS tree. Two features 
(.f,g, fzo) are used to represent the layout. 

Some features that describe texts and images in a page are also taken as structural 
features for they are obtained based on the VIPS tree. Four features (!21 - fz•) character­
ize the text distribution. For images, the number of images that provide information, 
instead of the number of all images used in HCI studies, is considered because there 
are a large number of quite small images only for decoration. The number of infor­
mative images (fz5) can be approximately obtained based on the VIPS tree. Each leaf 
node of the VIP~ tree is described by a set of metadata. In the metadata, the value of 
the attribute of,(Containimg't denotes the number of images contained in the leaf node. 
Then, the sum of the valuefl'of the ~ontainimdt attributes of all the leaf nodes of the 
VIPS tree is taken as the number of informative images (fz5). The rest features (Jz6 , 

fz7) are inspired byjSchaik and Ling[991]. 

4.3.4. Visual Feature Extraction. Colors and their organization are also key issues that 
affect the VisCom of an image [Rosenholtz et a!. 2007]. Several attributes are utilized 
to characterize the color present in a Web:lJJage image. 

Brightness (Bri),;\Three bright features (f28, f20, f3o) are used to describe the av­
erage bnghtness, brightness difference (among adjacent blocks), and brightness vari­
ance, respectively. The brightness of a pixel is its V component in the HSV color space. 
Let Bri(B;) be the average brightness of pixels in a Web#>age image layout block B;. 
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Fig. 9. The VIPS trees of two Web pages. 

Table II. Definition of 

The three features are calculated as( 
1 M 

hs = M "'· >.,Bri(B;), L...-~=1 
(4) 

l 
where A; is the area proportion of B; in the Weblrage image. 

1 M M !r 
f,g = M L,~1 L;~l A;;IBri(B,)- Bri(B;)Ir (5) 
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ho = Vru:(Bri(B;)). (6) --------, 

Hue[ This factor is one of the main properties of a color. Three hue features ({31 , {32, uW · "" be.!;;! 
f 33) are used to represent the average hue, hue difference, and hue variance, respec- \ 
tively. They are calculated similarly to Eqs. (4}..6) by replacing Bri(B;) with the average ) / N { 
hue value of the i-th block. · 1 

Colorfulness (Col) An efficient colorfulness evaluation algorithm is proposed by <;£"1. '" 0 lo<> \J::J 10 
Hasler usstrunk10003]. The algorithm first calculates the opponent color • / [_ 

IOi """ "' space where for a pixel (R, G, B), its new coordinates are 

rg = R- G, yb = 0.5(R +G) -B. (7) 

For block B;, once the new coordinates (rg and yb) are obtained, the variance 
and mean of the rg and yb components can be obtained and represented by 
O"rg(B;), O"yb(B;), /1rg(B;), O"yo(B;), respectively. Then the colorfulness of an image block 
is calculated usingr 

Col(B;) = O"rgyb(B;) + 0.3f1rgyb(B;), 

O"rgyb(B;) = V[O"rg(B;)j2 + [O"yb(Bi)JZ, 

/1rgyb(B;) = Vlf1rg(B;)] 2 + [f111b(B,lJ2o 

(8) 

(9) 

(10) 
0 

Then three features (f 34, f 35, {36) are calculated similarly to brightness to character­
ize the average colorfulness, colorfulness difference, and blocks' colorfulness variance, 
respectively, by replacing Bri(B;) with Col(B;) in Eqs. (4_{6). ) 'f rJ 1 ( 
Textur~Texture is another important factor related with visual emotion. In the vi-

sual arts, texture refers to the surface quality perception of an artwork. Geusebroekff ~I· ,, 0 boiJ)i6: 
a:!)[2005] reported a six-stimulus basis for stochastic texture perception by considering .!_' _:..::::__-=-.:::-~ 
the contrast and grain size of an image. The contrast of the image is indicated by the o.<~d Sme01l~ers 
width of the distribution j3, and the grain size is given by -y, which is the peakedness 
of the distribution. Hence, a higher value for -y indicates a smaller grain size (more 
fine textures), while a higher value for j3 indicates more contrast. For both parame-
ters, three features are extracted similarly to brightness. Hence there are six features 

~~~ ' ~ pompressed File Siz,PThe compressed file size (JPEG size) ({43 ) of a Webwage ~" L,o_0"' 
image is taken mto account. Normalized JPEG size (/44) is also considered, which is 
the ratio ofthe JPEG size to the whole Web~page image's area. @ / <!) 

4.3.5. The Algorithmic Steps of the Feature Extraction. The sketch of the feature extraction 
is summarized in Algorithm 2. Step 4 occupies most of the processing time. To acceler-
ate the extraction approach, large Web,:Wage images are scaled down at first. 0) 

Once the features of a Web page are extracted using Algorithm 2, a feature vector is ,. 
obtained for the Web page. The feature vector is the form of {!I, j,, ... , f<4 }. To construct 
a map from the feature vector to the VisCom, machine learning algorithms will be 
used. The following subsection describes the learning algorithms used in this work. 

4.4. Machine Learning Algorithms in Training 

This subsection discusses the learning algorithms used in the training stage of the 
proposed approach. All three VisCom quantification strategies (i.e., category, score, and 
distribution) are investigated. The first two strategies have already been investigated 
in previous studies, whereas the investigation of the third strategy is pioneered by 
the current research. For the first two strategies, two well-known learning algorithms 
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Fngorithm 2: Feature Extraction 

Table Ill. Two learning algorithms for .each .Ql.lantification '$}.rategy)Z 
Quantification ) Meas~ing ~dion J - AI'"i"orithm 

-c-ategory ----classifier Jlandom forest; Support vector maChine 
Score Regression function Random orest, 8upport vector regression 

r istnbution r: istribution regression function Neural network, SVDR 

were introduced and compared. For the third strategy, a new regression algorithm was 
introduced to address the learning of the measuring function. 

Table III lists the learning algorithms for the three different VisCom quantification 
strategies and measuring functions. When VisComs are quantified using categorical 
labels, the measuring function becomes a classifier that can predict whether or not a 
Web page is visually complex. When VisComs are quantified using scores, the mea­
suring function becomes a regression function that can score the VisCom of a page, 
whereas if they are quantified using distributions, the measuring function becomes a 
distribution regression function that can predict the VisCom distribution on the basic 
ratings for a page. 

4.4.1. Classification. Theoretically, most existing learning algorithms can be leveraged 
to train the classifier. As previously mentioned, the.omdomforest (RF) [Breiman 2001] 
and ,jjUpport :~>ector \!t"chine (SVM) [Vapnik 1998]"'will be Ttsed and compared in the 
experiments.-

4.4.2. Score Regression. Similarly, most regression algorithms can be used. RF and 
SVM can also address regression problems, so these methods are still used in score 
regression. RF is also called tandom forest ~:.egression (RFR), and SVM is also called 
,!lUpport J:"Ctor J;egression (SV'ft). "' -- - -

4.4.3. Distribution Regression. If Eq. (1) is used, the target value Yk is a vector instead 
of a single quantity. The learning is a multi-input multi-output regression problem. 
Conventional regression algorithms cannot be directly used. Two separate algorithms 
ba~ed on geuralgetwork (NN) [Rumelhart eta!. 1986] and structural SVM [Tsochan­
tandis et 'ID. 200'11 are applied. 

6?5)11 

Distribution )iOOgression based on N can be easily used in distribution 
regressiOn. ac - p ga Ion (BP) NN [Rumelhart et a!. 1986] is learned ~~:.;.;,;.:-::::::: 
with the following loss'Tunc IOn!"- I 

l(y, 11l = lly- 11 11:, (11) 

wher'J-l/ is the desired output and 11 is the prediction. As 11 should satisfy each entry 
is nontnegative and 111111, = 1, the output of the NN should be normalized. First, each 

........ 
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entry of output y is maximum-minimum normalized transformed into [0, 1]; then, the 
output is normalized for the sum of all entries to equall. 

• · · e ession based on tructural S Structural SVM is 
a general framework t at a resses structur output learning problems. We adapt it 
to a new algorithm called SVDR (support vector distribution regression) to learn the 
distribution regression function. SVDR aims to learn a discriminate function F : X x 
Y --+ Rover input/output pairs, where X and Y represent the input and output spaces, 
respectively. With F, the measuring function <p (or distribution regression function) is 

<p(x) = argmaxF(x,y). (12) 
11EY 

F(x,.) can be seen as a matching function. Ideally, the maximum of F(x, ·) is at the 
desired output y for an input x. F is usually assumed linear in some combined feature 
representation of inputs and outputs iJi(x,y), 

F(x, y: w) =< w, ili(x, y) >, (13) 

where w denotes the parameter vector to learn. The specific form of iJi depends on the 
nature of the problem. Once iJi is defined, w can be obtained by using mathematical 
optimization algorithms. Please refer to Appendix E for details. 

5. EXPERIMENTS 

Compared with existing methods, the proposed approach extracts extensive features 
and utilizes machine learning to construct the measuring function. Hence, the exper­
iments aim to investigate: (1) whether or not the extracted features are effective, (2) 
which machine learning algorithm is more effective for VisCom measurement, and (3) 
whether or not the proposed approach outperforms existing methods. Section 5.1 pro­
poses several hypotheses related to these problems, Section 5.2 introduces the experi­
mental setup, Section 5.3 presents the experimental results, and Section 5.4 discusses 
the experimental results and analyzes the features. 

As VisCom measurement for Web pages is a relatively new topic, studies on it are 
rare. Therefore, there is nc;..much choice for competing methods. As introduced in Sec­
tion 2.1, the HCI method is proposed by the Vi CRAM project which initiates the study 
of VisCom measurement for Web pages. The FC and SE methods are two state-of­
the-art image VisCom measurement algorithms. The JPEG method4 , though it seems 
very simple, has been used by researchers in previous related studies. Therefore, the 
~ four methods were compared in our experiments. Appendix F provides a brief 
introduction of the codes and the software program of these methods. 

5.1. Hypotheses 

The evaluation of the feature extraction and learning algorithms is based on the fol­
lowing hypothese't5 

-H1LRF is more appropriate than SVM in terms ofVisCom classificatiof\:6 
- iit"'l(The proposed approach outperforms existing state-of-the-art studies in terms of 

"""VfsCom classificatio~ 
-J!3.<RF is more appropriate than SVM in terms of the VisCom scoringa( 
-114,i('The proposed approach outperforms existing state-of-the-art studies in terms of 

- VisCom scorin~ 
- H5(The proposed algorithm SVDR outperforms BP NN in terms ofVisCom distribution 

~- r'?gressio~ 

4 For a Web page, it can be transformed into an image in the JPEG format using a Web browser. Then the 
image's file size is obtained and used as the indication of the VisCom of that page. 
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- !J:.~The features are distributed in a linear spac'!b 

Section 5.3 describes the experiments conducted to test the- hypotheses. Specif­
ically, Section 5.3.1 discusses the tests for H1 and H2, where the proposed approach 
with two classification algorithms (RF and SVM) is compared against the four existing 
methods. Section 5.3.2 discusses the tests for H3 and H4, where the proposed approach 
with two score regression algorithms (RFR and SVR) is compared with the four ex­
isting methods. Section 5.3.3 discusses the tests for H5, where the proposed approach 
with two distribution regression algorithms, namely, neural networks (NN) and SVDR, 
is compared. In all experiments, two well-known dimension reduction techniques are 
applied to test H6: urincipal !.<Jlmponent analysis (PCA) and kemel PCA (KPCA) [Cao 
eta!. 2003]. In addiTion, impifrtant featrtres among all the 44mentioned features are 
analyzed and discussed in Section 5.4. · 

5.2. Experimental Setup 

5.2.1. Experimental Data. As previously introduced in Section 3, there are 1300 Web 
pages and each page receives 12 user ratings. Each Web page was transformed to a fea­
ture vector using the feature extraction method in Algorithm 2. Each page's user rat­
ings are transformed into a categorical label, a score, and a distribution, respectively. 
The transformed labels, scores, and distributions are the desired outputs in the exper­
iments ofVisCom classification, scoring, and distribution regression, respectively. The 
features and the desired outputs of the 1300 pages construct the experimental data. 

According to the introduction in Section 4.2 for VisCom quantification, in classifica­
tion, pages with average ratings :0:0- 6/2 were placed into the high-VisCom category5 , 

whereas pages with average ratings ::0:0 + J /2 were taken as low VisCom. High-VisCom 
pages are viewed as positive samples. In score regression, the average of user ratings 
for each page was taken as the overall rating of the page. In distribution regression, 
the range of rating grades [ -2, 2) is five, whereas the number oflabelers is only 12. 
Therefore, the score range had to be transformed into a new basic rating set { ·1, 0, 1 }, 
wherein the labelers' rating scores within { -2, -1} become'},l, and rating scores within 
{1, 2} become 1. The VisCom distributions for each page are then calculated using Eqs. 
(1) and (2). Six Web pages with low/medium/high average VisCom scores are shown in 
FigxlO. 

5.2.2. Evaluation Criteria. Evaluation criteria should be introduced to measure the pre-

;<.J 

dicted results (output by a VisCom measurement modelleamed on training data) on 
test data. Classical measures for binary classifica£o!wcett 2006), such as pe iosi­
tiveJ;ate ~='}or sensitivity), p-ue jlegative,~:ate T , or specificity), micro-accuracy 

iOWCl':\ we o rowed to evaluate tf.e VisCom c ass• cation results. Let NH be the r-
'ii:iriirlfer ofhigh-VisCom pages and NL be the number oflow-VisCom pages in the test ~'-'0~::='=\==f-rt:-..IL-:.... 
set. Let NPH be the number ofhigh-VisCom pages that predicted as high-VisCom and 
NPL be the number oflow-VisCom pages that predicted as low-VisCom in the test set. 
Then 

NPH 
TPR= NH"' 

NPL 
TNR= NL 1\ 

(14) 

(15) 

5Rating~lrepresents the page is neither visually complex nor visually simple. {J is a manually determined 
parameter and indicates the gap in the average ratings between the high~VisCom and low~VisCom cate~ 
gories. For instance, if 0/2 is set as 0.2, then pages whose average ratings are lower than ~0.2 are placed into 
the high-VisCom category, and pages whose average ratings are not lower than 0.2 (0+0.2) are placed into 
the low-VisCom category. The gap in the average ratings between the two classes is 0,4 (0 /2 + 0/2). 
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(a)Avt:rngeVi~-c'om~n:: 1.667 (c) Average Vi,;Com score: 0.167 

(d) Avcrugc Vi!iC'om sco~: 0 (e) Average VisCom score: ·1.333 (f) Avemge VisCom SC<Jr~: -1.667 

Fig. 10. Six Web pages (ATT, SIEMENS, FrankManno, pro-football-reference, CCS Direct LLC, and Vision 
Festival) with low to high VisComs according to human ratings. A larger average VisCom score indicates a 
low visual complexity. 

A _ NPH + NPLA (1B) 
CC- NH +NL 

For the scoring, the f!>Sidual ~um-of-~quares ~ror~RSSE) ~as applied to evaluate 
the performances,.- - - - -

1 -.;;-'N 2 
RSSEr = N _ 1 L..,i~l (Yi- fr(xi)) , (17) 

where N is the number of test pages, Xi is the feature vector of the i-th page in the 
test set, Yi is the desired output (i.e., the average of user ratings) of Xi, and fr(xi) is 
the predicted VisCom score of xi. In the VisCom distribution regression, the residual 
sum-of-squares error((RSSE) )was also applied to evaluate the performances with a 
slight variation!"' 

1 -.;;-'N . 2 
RSSEdr = N _ 1 6;~1 IIY;- }dr(x,)ii2' (18) 

where y; is desired output (i.e., the normalized histogram of user ratings) of x; and 
fdr(xi) is the predicted VisCom distribution of Xi· 

5.2.3. Comparison of the Competing Methods in an Experimental Session. To fairly compare 
the five methods (HCI, FS, SE, JPEG, and our proposed approach), they were run on 
the same set of Web pages that had VisCom labels. As illustrated in FigA 3 in Sec­
tion 4.1, the learned VisCom measurement model was evaluated on the testing stage. 
Therefore, the other four competing methods were also evaluated on the testing stage 
by replacing the step involving the "Prediction by the learned prediction model" with 
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the step of "Prediction by a competing method (e.g., HCI)". The results of each of the 
competing methods were recorded and used in the performance comparison. 

VisCom scoring was considered as an examnle to describe the comparison in detail. 

~ I, a The 1300 rated pages were l!"an<lomty divided\into two subsets with equal sizes. One 
subset was taken as the tra:mmg set, while the other was taken as the test set. The 
training set was used to train a VisCom scoring function based on the proposed ap-
proach. Subsequently, all the methods, including the VisCom scoring function by the 
proposed approach, took turns to predict the VisCom score of each Web page in the 
test set. The regression error for each competing method was then calculated using 
A (17) based on the VisCom labels and the predicted scores. The ~(random) t\.far e. S C\ I 
ldiVISIOn\and the successive training and testing were repeated five times, and the re- 66 gresswn error for each method was recorded at each time. Hence, for each method, five 
regression errors were recorded. Finally, the average regression error for each method 
was calculated, and the results were used to compare the five competing methods. 

Furthermore, we performed the Wilcoxon rank sum test [Lam and Longnecker 1983] 
to judge the significance of the performance difference between two competing meth-
ods. If the difference was significant, we then concluded that the method with better 
results (e.g., a lower average regression error) was superior to the other one. Hence, 
the comparison between two methods, denoted as A and B, throughout the experiments 
consisted of two steps. The first step directly compared their corresponding values on 
the evaluation criteria, with the assumption that B has larger classification accuracy 
or a lower scoring error. The second step leveraged the Wilcoxon rank sum test to check 
whether or not the difference was significant. If the Wilcoxon rank sum test suggests 
that the difference was significant, the conclusion that B outperforms A was obtained. 

5.3. Experimental Results 

5.3.1. VisCom Classification. The RF and SVM, as well as PCA and KPCA, are com-
pared to obtain an initial picture of the approach. As a result, six combinations are 
produced, namely, RF, PCA+RF, KPCA+RF, SVM, PCA+SVM, and KPCA+SVM. For 
RF, only the number of trees in {10, 50, 100, 200, 300} is changed, and other parame-
ters are default. For SVM, only results on the linear kernel are reported (results on the 
radius basis function kernel are similar). The parameter C of the linear kernel SVM 
is searched in {0.01, 0.1, 1, 10, 20, 50, 100}. This parameter controls the trad<Jeffbe-
tween errors on training data and model complexity which is related to general~zation 
capability. All parameters are obtained via then-fold cros~alidation. . 

L 
1a~·~~~v.: Classification r.esults (%)of the _Qroposed §jpproach g.ased on SVM, PCA+SVM, 

~ and KPCA+SVM9- c::: ::. ;:. ::. 

I 
6/2 I ~ I 

PU*+SVM 
I 'JIPR ~~~+~~Ace I I !JtpR I I Ace TPR I NH 1 Ace 

1;7 

0 65.73 76.92 72.00 65.03 73.63 69.85 64.34 80.77 73.54 
0.2 65.73 76.92 70.02 68.53 70.79 69.78 62.24 80.90 72.59 
0.4 70.31 77.06 74.16 74.22 69.41 71.48 69.6u 79.17 75.09 
0.6 72.36 76.51 74.74 73.98 71.08 72.32 72.36 79.52 76.47 
0.8 80.37 73.53 76.54 75.86 68.18 71.48 73.68 75.16 74.53 
1 80.37 74.07 76.86 77.19 67.97 71.91 78.50 77.21 77.78 ---Performances of the approach under each combination are shown in Tables IV and 

TG\bte.- 4 
V. The results on three evaluation criteria, including Ace, are presented. Ace refers 
to the average accuracy of the predicted results. Both gue gositive f11te (TPR) and C. c.{' 

5 .true !legative n. (TNR) indicate the accuracy rate of each Of the two VisCom class 
~o-:lof e.... fabel~ hi and lowAVisCom, respectively. For all three criteria, a higher value 

A -\hoJ Is 
~ 
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Table V. Classification wsu!ts (%) of the Qroposed approach based on RF, PCA+RF, and 
KPCA+RF.Jl. ::: !: = :_ 
I 012 I TPR I ~~ I Ace I TPR r~+Ji Ace I TPR r:PtRI Ace I 

0 69.23 83.52 77.23 68.53 77.47 73.54 60.84 79.67 71.38 
0.2 72.03 81.46 77.26 67.13 76.4 72.27 65.73 81.46 74.45 
0.4 76.56 7941 78.19 66.20 76.97 72.19 68.75 81.76 76.17 
0.6 76.42 79.52 78.20 69.11 76.51 73.36 70.40 82.74 77.47 
0.8 83.33 78.43 80.52 78.07 69.28 73.03 78.07 74.51 76.03 
1 84.11 80.00 81.82 74.77 77.78 76.45 78.50 73.33 75.62 

!00 I .$.The proposed approach based on RF * FC 90 * SE 

80 
I )5 HCI 

A JPEG 
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u 70 0 
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Fig. 11. The comparison of the proposed approach (with RF) and other methods on in tenns of classification 
accuracy. 

indicates better performance. Specifically, RF achieved the highest classification accu­
racies under all o /2 values. The proposed approach based on RF was then compared 
against the four existing methods, which produced an output score for an input Web 
page. First, the scores were linearly transformed into the range [-2, 2], after which the 
new scores were transformed into labels in comparison with -0/2 and 0/2. The over­
all micro-accuracy (Ace) values are shown in Fi~ 11. The item "The proposed approach 
based on RF" in Fig;l. 11 denotes the proposed approach when RF is used as the learning 
algorithm. 

Based on the results in Tables IV and V, Hl can be checked. Hl states that in VisCom 
classification, RF is better than SVM. Under all the values of o/2, the Ace values ofRF 
are higher than those of SVM. To check whether or not the differences are significant, 
the Wilcoxon rank sum test was performed. Results of the Wilcoxon rank sum test be­
tween RF and SVM show that the p-value remains at 0.002 ( < 0.01). Consequently, Hl 
is valid and RF outperforms SVM in this domain. Using a similar comparison, we find 
that KPCA+RF outperforms PCA+RF, whereas KPCA+SVM outperforms PCA+SVM. 
The results further reveal that the original data are nm@inearly distributed in the 
space. However, KPCA+RF is inferior to RF partially because performing integrated 
feature selection and feature reduction may discard a large amount of useful informa­
tion. 

Based on the results in Fig~ 11, H2 can be checked. H2 states that in VisCom clas­
sification, the proposed approach is better than the existing state-of-the art methods. 
Under all the values of o/2, the Ace values of the proposed approach are consistently 
higher than those of the other four methods. Mter performing the Wilcoxon rank sum 
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Fig. 12. The variations of classification accuracy (Ace) in terms of the inter-rater reliability. 

Table VI. Regression errors of different .,acore .r:.egression 
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test, results between the proposed approach and each of the other competing methods 
show that the p-value remains at 0.002 ( < 0.01). Further, the test results indicate that 
significant differences in accuracies exist among the various methods. Hence, H2 is 
supported. 

Both Tables IV and V provide the results under different values of 6/2. The overall 
performances (Ace) of most combinations show an upward trend with increasing 8/2. 
We calculate the inter-rater reliability of the user ratings for pages with average scores 
outside ( -8/2, J /2) using the Fleiss' kappa measure [Fleiss 1971]. Figure 12 shows 
the variations of classification accuracies in terms of inter-rater reliability. A clear 
increasing trend can be observed, and the correlation coefficient between accuracy and 
inter-rater reliability is 0.896. Therefore, we conclude that the pages whose VisComs 
have higher inter-rater reliability are easier to classify using a machine. In our point 
of view, the inter-rater reliability partially reflects the subjectivity. The pages that 
are more subjective are more difficult to classifY using a machine which is based on 
objective criteria. 

5.3.2. VisCom Scoring. The proposed approach is compared against the four existing 
methods in terms of scoring. RFR and SVR with linear kernel, KPCA, and PCA are 
applied, which still yields six combinations (i.e., RFR, PCA+RFR, KPAC+RFR, SVR, 
PCA+SVR, and KPCA+SVR). The parameters are searched in the same way as in Vis­
Com classification. The scores achieved by HCI, JPEG, SE, and FC are linearly trans- · 
formed into [-2, 2]. Table VI shows the achieved errors (RSSE") of different methods. 

Based on the~ results, H3 and H4 can be checked. In Table VI, the proposed 
approach based on RFR achieves the lower regression error compared with all the 
other methods. The results of the Wilcoxon rank sum test between the proposed ap-
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proach and each of the other competing methock show that the p-value remains at 
0.008 ( < 0.01). The test results indicate that RFR is superior to SVR in terms of Vis­
Com scoring. Furthermore, the HCI algorithm is better than the other three existing 
algorithms (JPEG, SE, and FC). H4 is partially supported by the results in Table VI. 
Since the proposed approach with RFR obtains the lowest error, it is therefore supe­
rior to existing methods. However, when combined with PCA and KPCA, "PCA+RFR" 
is inferior to "PCA+SVR", while "KPCA+RFR" is inferior to "KPCA+SVR." The partial 
reason lies in the fact that performing integrated feature selection and feature reduc­
tion may discard a large amount of useful information. The results of the comparison 
are unsurprising because the proposed approach utilizes both HTML (primarily used 
in the HCI method) and visual (primarily used in FC and SE) features, as well as 
high-level structural information. 

5.3.3. VisCom Distribution Regression. In this experiment6 , the performances of the pro­
posed approach with two learning algorithms (NN and SVDR) are compared. For NN, 
a three-layer back-propagation neural network is employed. The node number in the 
hidden layer is selected from {50, 100, 150, 200, 300, 500}. The parameter C oflin­
ear kernel SVDR is determined from {0.01, 0.1, 1, 10, 20, 50, 100}. KPCA and PCA 
are still applied, which yields six combinations (i.e., NN, PCA+NN, KPCA+NN, SVDR, 
PCA+SVDR, KPCA+SVDR). Table VII shows the achieved regression errors of the pro­
posed approach under the six combinations, as well as a random assignment strategy, 
intermsofRSSE~w~·~------------------------------------------------~ 

Table VII. Distribution~gression :§l'rors of ~ifterent4istribute 
wgression wethods on..,he.extract~d ~atur~.P- ~ 

f :fiethods ;::. I -... RSSEdr I 
NN 0.4688 

0.4610 
0.203 
0.2735 
0.2495 
0.585 

H5 states that in the VisCom distribution regression, the proposed algorithm SVDR 
outperforms several heuristic algorithms that are based on the simple modification 
of classical regression methods. The results shown in Table VII support this hypoth­
esis. A lower RSSEdr value indicates better performance, and SVDR achieves the 
lowest value. The results of the Wilcoxon rank sum test between the proposed ap­
proach based on SVDR and each of the other competing methods show that the p-value 
remains smaller than 0.016 ( < 0.05). Thus, we concluded that SVDR has the best 
performance. The average RSSEdr values of the SVDR-series (SVDR, PCA+SVDR, 
and KPCA+SVDR) are nearly half of those of the NN-series (NN, PCA+NN, and 
KPCA+NN). 

For a detailed comparison of the six combinations, the residual sum-of-squares er­
rors (RSSEs) of the three basic ratings (i.e., -1, 0, +1) were calculated. The results 
are listed in Table VIII. For the basic rating "0", the NN-series (NN, PCA+NN, and 
KPCA+NN) outperform the SVDR-series (SVDR, PCA+SVDR, and KPCA+SVDR). For 
the other two basic ratings, the SVDR-series obtain better results partially because for 
many training pages, VisCom distributions on the basic rating "0" approach zero. The 

6 Because the HCI, JPEG, SE, and FC methods output only a single score for each page, they are not com­
pared in this experiment. 
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SVDR-series utilize the correlation between basic ratings and prefers predictions that 
have nm@ero values on the basic rating "0". Thus, the SVDR-series behave worse than 
the NN-series on the basic rating "0". However, SVDR models the relationship between 
input and output and all constraints better. In addition, SVDR has better generaliza­
tion capability than NN. Consequently, SVDR achieves better results. We further rede­
fined the function IJ.i in!Eq. (19)~nAppendixE) byremoving(y(l)y(2), ... ,y(Z-l)y(Z)). 
The overall results of SVDR are inferior to the current form, which suggests the su­
periority of the current form of Iii defined in Eq. (19). The SVDR-series achieves more 
flat errors on the three basic labels ("-1", "0", and "+1") than the NN-series. As ana­
lyzed earlier, in distribution regression, SVDR considers the relationships among the 
quantities of the distribution over different basic ratings. As a result, the output dis­
tributions of SVDR will be flatter than those of NN. 

In VisCom distribution regression, SVDR outperforms NN on extracted features be­
cause the former can model the learning problem better. Although distribution quan­
tification appears to be more suitable in representing VisCom than category and score, 
the learning for a distribution regression function is more difficult than that for a clas­
sifier and a score regression function. In the distribution regression experiments, the 
performance of NN approaches the random method. Although SVDR achieves better 
results over NN and the random method, the former requires higher training time 
than the latter. 

5.4. Discussion and J!>alure ~nalysis 

The experiments p::Ovide several initial qualitative analy~es and results for different 
learning algorithms (i.e., RF and SVM), different VisCom quantification strategies, 
and comparisons with existing algorithms. The results support the hypotheses pre­
sented at the beginning of Section 5. The performance of the extracted features in this 
study is better than that of the features in the HCI method, indicating that extracting 
more advanced features improves VisCom measurement. For learning algorithms, RF 
(RFR) outperforms SVM (SVR) in terms of classification and score regression. In dis­
tribution regression, the proposed algorithm, SVDR, is better than NN. On both the 
VisCom classification and scoring, the proposed approach achieves better measure­
ment performance than existing exjst.jn§ methods. 

Now the features are analyzed. The features that are more discriminative in VisCom 
classification7 were determined by applying Fisher's criterion [Duda et al. 2001] and 
the feature selection tool provided by LibSVM8 to rank all extracted features according 
to their discriminative capabilities. Thus, two rank lists are obtained. RF also provides 
the feature ordering as output when training, so the rank list is, likewise, considered. 

7 As most feature evaluation algorithms are designed for classification, our features are also evaluated in 
terms of classification. 
8http://www.csie.ntu.edu.tw/rvcjlinllibsvm 
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As a consequence, three feature rank lists reflecting the features' discriminative ca­
pability are derived. To get a more appropriate and robust feature ordering, the three 
rank lists are fused to a new feature ordering via rank aggregation techniques [Dwork 
et al. 2001] which can combine different orderings into a consensus ordering. 

The top 10 features of the consensus ordering are the most important features which 
are listed in Table IX. The ordering is consistent with the studies and findings in the 
human-computer'Nnteraction (HCI) field. First, JPEG size (normalized JPEG size) is 
a factor of primary importance. JPEG is notably used in the measurement of VisCom 
solely in the area of huma!lf\computer interaction. Hence, if a limitation is imposed to 
use only one factor to indicate the VisComs of Web pages, JPEG size appears to be the 
best choice. Second, the four features (!37, h 8 , j40, foo) are directly extracted from the 
Webwage images. The high discriminative capabilities of these features suggest that 
transforming a Web page into an image and extracting features using computer vision 
techniques are helpful. In fact, previous studies reveal that textures with repetitive 
and uniformly oriented patterns were found to be less complex than disorganized pat­
terns [Michailidou et al. 2008]. As such, an entirely black computer screen would be 
judged to be insignificantly less complex than a screen generated by a random collec­
tion of red, green, and blue pixels [Donderi 2006]. Texture (fo7 and j40 ) and brightness 
(hs and fool do matter for VisCom. 

In addition, ho is among the top 10 crucial factors, which also indicates the useful­
ness of contrast features. Feature h 5 , which describes the number of informative im­
ages, can also be observed as very discriminative. This finding is reasonable because 
informative images are usually more attractive to users and hence they play an im­
portant role on users' perception. Feature j,3 represents the number ofnon-leafnodes 
of the VIPS tree of a Web page. Intuitively, the nmnber of non-leaf nodes partially re­
flects the hierarchical structure of a Web page. Hence, this feature is still reasonably 
highly discriminative. Thus the conclusion of the current study is inconsistent with 
those of previous studies in]Michailidou et al.~008] that support the proposition that 
the overall structural layout of a page is the most important factor in predicting user 
impressions. 

The correlation between features and VisCom scores is also investigated. The top 10 
features that are most correlated to VisCom scores are ordered in Table X. The listed 
features are generally consistent with those listed in Table IX, especially since five fea­
tures appear in both tables~JPEG size (/43), normalized JPEG size (/44), average 
{3 value (!40), nmnber of non-leaf nodes ofVIPS tree (j,3 ), and number of informative 
images (/25 ). All features in Table X are negatively correlated to the VisCom scores. Al­
ternatively, a larger value ofthe features in Table X denotes a higher VisCom, which 
is consistent with the definitions of these features. The feature that is most positively 
correlated to VisCom is the average brightness (f28), which is also consistent with the 
observations on the six sample Web pages as shown in FigJ-10. The sample pages with 
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Table X. Top 10Jllost_Q;Prrelated~atures to VisComjicores~ - .,. .;:. ..... 
I Rank I Feature I 

1 /43 (JPEG size 
2 /40 (average j3 va ue 
3 !44 (normalized JPEG size) 
4 !12 (numoer ot layers o · v 1PS tree) 
5 /13 (numoer o non~ eat noaes o v l.t'/:1 tree) 
6 fn (number of Ieafnoaes of VIPS tree) 
7 /lo (number of background colors) 
8 hs (number o in onnative images) 
9 /42 (average (3 variance) 
10 !21 (nurooer o text leaf nodes of VIP~ treeJ 

low VisComs are brighter than others. The average brightness feature (hsl is selected 
as being among the top 10 important features in classification, because it is the most 
important feature to Web pages in the high-VisCom category. Six structural features 
<Jn, JI2 , JI3 , h 1 , j,5) are among the top 10 most correlated features to VisCom score, 
indicating the importance of structural information in determining the VisCom scores 
of Web pages. 

6. CONCLUSIONS 

This~ initially investigated VisCom measurement for Web pages by integrating 
studies from the areas of HCI, Web mining, computer vision, and machine learning. 
Motivated by existing HCI studies (mainly from the Vi CRAM [Michailidou et al. 2008] 
project) on VisCom, a number of features have been extracted to represent a Web page 
based on Web mining and computer vision techniques. These features describe a wide 
range of visual cues in a Web page, including text, images, structure, color, bright­
ness, texture, and so on. The top 10 important features in VisCom classification are 
investigated, and the findings are consistent with existing HCI studies [Donderi 2006; 
Michailidou et al. 2008]. Moreover, this study also discovered the importance of sev­
eral features (e.g., brightness variance and texture) that have not been used in pre­
vious VisCom measurement. Brightness variance and texture partially characterize 
diversity and density, respectively. According to the studies ofVisCRAM, these are pri­
mary factors that affect VisCom. Half of the top 10 most correlated features to VisCom 
scores are the structural features from the VIPS trees. These findings indicate that 
the utilization of Web mining and computer vision techniques to extract the important 
features is helpful. 

As another contribution, the present work discusses the subjective property of Vis­
Com. The user rating results in our study show that there are often larger disagree­
ments among the raters. Given that subjectivity should not be ignored in VisCom re­
search, an attempt has been made to apply user rating distribution to quantify VisCom 
and capture subjectivity better than existing categorical or score representations. Two 
leaming algorithms have been introduced for each of the three quantification strate­
gies,.J....4 VisCom classification, scoring, and distribution regression, respectively. The 
experimental results indica teo that RF outperforms SVM in classification and scoring 
partially because of the implicit feature selection ofRF. 

Compared with state-of-the-art methods used in HCI and image processing fields, 
the proposed approach achieve[ the best performance. However, several limitations in 
the current study have been iil'e1.tified. (1) The background data of the participants in 
our experiments are not diverse. All of them are Chinese users aged in 20J.30 and with 
good educational background. Therefore, their perceptions are not enough to represent 
the perceptions of all users worldwide. As a result, the learned VisCom measurement 
model may only be suitable for users with similar background as those of the partie-
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ipants in our experiments. (2) The number of experimental Web pages is insufficient. 
From the perspective of machine learning, the training data should be substantially 
large in order to train an effective VisCom measuring function for Web pages. Although 
over 1000 Web pages have been used in the present work, these are still insufficient 
because of the diverse styles of Web pages. (3) The time consumed for the visual fea­
ture extraction is relatively high. Visual features are suggested to be very effective; 
unfortunately, the extraction procedure is highly time~onsuming. In related experi­
ments performed with the present study, the average time required in transforming a 
Web page into a WebN>age image is 15) in a 3.4 GHz PC with 1GB memory. 

ih_!')f ~--.To..addr:ess-t~ limitation~ the following future work can be considered. (1) 
a . . wwJ A.llollection of a greater ~tyof Web pages,.jtith the development of current Web 
i'Y\RJAiV crawling techniques, automatic collection of a 1arge number of Web pages is relatively 

easy. To ensure that the collected pages thoroughly represent the Web pages all over 
the world, the styles of the collected pages should be as diverse as possible. Thereafter, 
the Web page genre classification techniques [Chen and Choi 2008] can be introduced 
to monitor the distribution of the different styles of the collected Web pages. If the 
proportion of pages belonging to a specific style~ obviously small, it is expected that 
pages of that style are more crawled. (2)Nlecruit uft 4 more users to rate the pages. 
The crowdso>y"cing Internet marketplace Amazon's Mechanical Turk [Amazon 2005], 
whic~eceiv~increasing attention in machine learning in recent years, can be used 
to obtam labels from users from various background and age groups at a relatively low 
cost. With the help of Amazon's Mechanical Turk, we can collect VisCom rating data 
from users worldwide. With sufficient number of rating users, we can construct more 
effective VisCom measurement models as well as conduct more interesting VisCom 
studies. For example, we can investigate the relationships between VisComs and user 
language experiences, and explore distinct ''VisCom perception groups" and construct 
personalized VisCom measurement models for different groups of users with similar 
VisCom perception. (3)~vestigation of the subjective nature of VisCom,.:ln our point 
of view, inter-rater reliability reflects the subjective nature of a Web page. Therefore, 
inter-rater reliability may help us analyze the subjectivity of VisCom. Furthermore, 
the VisCom of a Web page is subjectively viewed by different users. In other words, for 
a specific Web page, the VisCom depends not only on the Web page itself but also on 
the users. Therefore, we may consider both the feature of a Web page and the charac­
teristics of the involved user. The combination of these features takes both Web pages 
and users into account. So far, previous studies on automatic measurement of human 
feelings have not considered this issue. Other possible future work is introduced in 
Appendix G. 

APPENDIX A: The _Rrimary.Dillerence between wodel®nstruction in HCI and machine 
1 .. • - .,_ ..,._ ... 

~armng - - - - -
In classical HCI studies, the primary goal of model (or function) construction is to 
v:eveai]the mathematical relationships among the target value (e.g., VisCom) and the 
features (e.g., TLC, }Vord counts) of an object. As a byproduct, the constructed models 
can be used toJl>redict]the target value of a new object. In machine learning, the 
primary goal of model (or function) construction is to~redzc1)the target value of a new 
object. Nevertheless, if the model is an explicit func10n, the model also tevealSJthe 
relationships among the target values and the features of an object. 

Classical HCI focuses on description over prediction, whereas machine learning fo­
cuses on prediction over description. When a set of target values and features of an 
object (called training set in machine learning) is constructed, classical HCI attempts 
to construct a model that best fits for the target values and features, whereas machine 
learning attempts to learn (or construct) a model that has the best generalization capa-
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bility. Therefore, in HCI, conventional regression algorithms are usnally introduced to 
construct models, whereas in machine learning, numerous learning skills are usually 
taken into conventional regression algorithms to improve the model's generalization 
capability. 

HCI studies have several advantages: (1) Domain knowledge is deeply analyzed, and 
(2) HCI models are usually explicit linear or polynomial function functions, whereas 
several machine learning models are implicit functions. Hence, HCI models make it 
easier to observe how the target values depend on the key features. The current work 
primarily aims to construct a model (function) to predict the VisComs of new Web 
pages, so the machine learning approach was employed. Nevertheless, considerable 
domain knowledge used in HCI is used to guide feature extraction. In our point of view, 
the construction of an effective VisCom measuring function relies on the combination 
ofHCI, Web mining, computer vision, and machine learning studies. 

APPENDIX 8: Random :!9rest and SJJpport J!I'Ctor ~chine 

('-Random forest((ii:FtRF [Brei~an 200l] is an ensemble classifier consisting of many 
decision trees [S~ and Ling 1991] such that each tree depends on the values of 
a random vector sampled independently and with the same distribution for all trees 
in the forest. This technique has several advantages: efficiency, embedding feature 
selection, and good generalization capability among others. 

Support vector machine({SVM): This technique [Vapnik 1998] transforms data from 
the original space to a higl}.. or infinit'}\dimensional space and constructs a hyperplane 
or set of hyperplanes in tne transformed space, which can be used for classification, 
regressioiJ._or other tasks. It has been widely used in many studies including text clas­
sification, image attractiveness prediction, and so on. 

APPENDIX C: The experimental Web J;!!!Qes 

For interested re';i'ders, the URLs 01" all the experimental Web pages are available at 
the online appendix. 

APPENDIX D: A brief iPtroduction of VIPS 

The VIPS algoffthm<::combines the document object w.odel (DOM) tree and the visual - ""' -cues (e.g., background color, font si~. font we1ght, affi1 so on) of a Web page to deduce 
the visual-based content structure of the page. First, the visual block extraction pro­
cess is performed from the root node of the DOM tree to check each DOM node so as to 
judge whether it forms a single block or not. If so, a visual block, which can cover the 
node, is extracted; otherwise, the node's children will be checked in the same manner, 
and all the extracted blocks are placed into a pool. Second(t, visual separators among 
adjacent blocks are identified, and the tree structure of the blocks is constructed. Third, 
each visual block is checked to verify whether or not it meets the granularity require­
ment; if not, the block will be further partitioned iteratively. Finally, the vision-based 
block tree (called VIPS tree) for the Web page is output. The VIPS tree can be repre­
sented by VIPStree = {VB1, VB2, ... , VBn}, where VBi is the top-level visual block. 
VBi can also be represented by VBi={VBL1, VBi_2, ... , VBi..m }, where VBi..k is the 
visual block ofVBi. Figure 13 demonstrates a classical Web page segmentation exam­
ple using VIPS fromkeai et al.~003b]. Figure 13(a) is a Web page. Figure 13(b) shows 
the visual blocks. Figure 13(c) shows the VIPS tree of the page. For each node, VIPS 
calculates the !;!egree of gJherence (DoC) to measure how coherent it is. Therefore, a 
parameter Perlrlitted Degfee of Coherence (P DoC) is used in VIPS to control the gran­
ularity (coherence) of the leaf node blocks. Different PDoCs correspond to different 
granularity levels of VIPS trees. The larger the P DoC, the finer the VIPS tree. 
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Wch Page 

(c) 

VR2_3_2 

(b) 

Fig. 13. An example of segmentation and the VIPS tree of a Web page. 

APPENDIX E: The§:Oiution of win Eq. (13) "") 

Let V be the feature dimension. Motivated by the definition of ifJ in multi;class learning 
[Tsochantaridis et al. 2004], in our study, ifJ is defined as fullow& v 

ifJ(x, y) = (x 0 y, y(l)y(2), · · ·, y(k)y(k + 1), · · ·, y(Z- 1)y(Z))f\ (19) 

where x0y((x(1)y(1), · · ·, x(i)y(j), · · ·, x(V)y(Z))) is the tensor product of x andy, which 
describes the relationships between input and output, and (y(1)y(2), · · · ,y(k)y(k + 
1), · · · ,y(Z -1)y(Z)) describes the correlation between adjacent basic ratings. The loss 
function in SVDR is the same as in Eq. (11). If P(x, y) denotes the joint distribution, 
then the goal of SVDR is to find an optimal w such that the risk 

Rv('P) = j l(y, <p(x))dP(x, y) (20) 

XxY 

is minimized. With the defined ifJ(x, y) and l(y, y), the optimization for SVDR learning 
can be summarized as follow4 
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N 

min !llwll 2 +~I: E; 
w,.; i=l 
s.t. (21) 

ViE [1,N],E; 2 0 
ViE[1,N],VyEY/y;: <w,L'.\fl;(y)> 2l(y;,y)-E; 

where 1'. w,(y) = \fl;(x;, y;)- \fl;(x;, y), C controls the model complexity9 , and E; are slack 
variables. 

Algorithm 3: Update the working set (WS) for (x;, y;) in the t-th iteration 
b(pat. (xi,yi), E, Wt 1, working set WSt 1(i). 
Output: working set (WS,(i)). 
Steps: 

1. Compute y = argmaxyEYG(y), where G(y) = l(y;,y)- < w,_,, L'.'li;(y) >. 

2. Compute Tfi = max{O, maxyEWSett-l(i)G(y)}. 

3. IfG(y) >,.,,+,then WS,(i) = ws,_,(i) u {1}}, else WS,(i) = ws,_,(i). 

However, as y is continuous, the constraints for each Yi in the optimization problem 
are infinite. To handle this problem, for each y,, a small working set of most active 
constraints is constructed to replace the infinite constraints. Following the method 
proposed by Tsochantarids et a!. [TsocbantaJjdjs et ,f£\2004], the construction of the 
working set for the i-th training sample (x;, y,) is given by Algorithm 3. The maximum 
optimization problem in Algorithm 3 is as follow~ 

V Z Z-1 
2 max I: I: Wt-l(Z(v -1) + <:)x;(v)y(.;)+ I: Wt-l(ZV + .;)y(.;)y(<; + 1) + [[y;- y[[ 2 

Y v=l c;=l <;=1 ~ 
z 

s.t. I;y(.;)=1, y(.;)20,.;=1, ... ,z 
<;=1 

(22) 
This optimization problem can be solved via quadratic programming. Once the working 
sets for each training sample are obtained, the second class of constraints of Eq. (21) 
becomes! 

ViE [1, N], Vy E WS,(i) : < w, L'.'l!;(y) > 2 l(y;, y)-E;. (23) 

Then w can be updated by solving the dual form of Eq. (21) using the cutting-plane 
algorithm [Franc and Sonnenburg 2008]. The entire iteration stops until the working 
sets for each sample remain unchanged. 

The main steps of SVDR are shown in Algorithm 4. 

APPENDIX F: The use of the f;Pdes or liPflware in the .experiments 

For the VIPS al\rorithm, ifle Dem'5' and Dynanfit:-link library (DLL) are available 
at http://www.zjucadcg.cn/dengcai/VIPS/VIPS.html. A print screen of the Demo is 
shown in Fi~14. Users can input a value of the PDoC in the range of [1,40] and then 
press the "VIPS" button to obtain the VIPS tree of the page. Based on the Dynamic­
link library of VIPS, the VIPS tree (shown in Fi~9) of a Web page can be obtained. 

9C's value is required to manually set. In practice, its value can be searched via a classical machine learning 
experimental trick, namely, crossN'alidation [CV,J. 
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;Aienrithm 4: SVDR 

input: {(xt, y1), · · ·, (xN, YN )}, c, wo, working set WSo(i) null, t 1. 
Output: The parameter vector w. 
Steps: 

1. Compute the working set WSt(i) for each training sample Xi using Algorithm 3. If for all 
i E [1, NJ, WS,(i) == WSt-!(i), return the Wt and exit. 

2. Replace the constrains in Eq. (21) with the working sets obtained in Step 1. 

3. Optimize Eq. (21) using the cutting plane algorithm [Franc and Sonnenburg 2008]. Goto 
Step 1. 

URL 

Web pag~ 

•.. ..... 
Cho• 

II!!~~~- PDoC 

";, ,.:::,.:,:.: .. :.,;,::,• --n- VIPS tree 
:><V.t·•··~ 

.,v••·•(•> 

-~1- The attribute of a 
._ node of the VIPS tree 

' > 

Fig. 14. A print scree of the Demo of VIPS. 

For the RF algorithm, the introduction, codes, and guide are available at http: I I 
www. stat. berkeley. edu/ -breiman/RandomForests/ cc_home. htm. For SVM, more than 
one type of software is available online. Among the available softwares, libSVM is one 
of the most widely used versions in the literature. The introduction, softwar'J. and its 
guide are available at http:llwww.csie.ntu.edu.twl-cjlinllibsvml. Users can use 
the software to train and test classification or regression models. SVM is one of the 
most effective machine learning algorithms in recent years and is commonly used as a 
competing algorithm in pattern recognition and machine learning experiments. Users 
who plan to use LibSVM can refer to the online document at http: I lwww. csie. ntu. 
edu.twl-cjlinlpaperslguidelguide.pdf. For SVDR, we implemented it based on the 
codes of structural SVM available at svmlight.joachims.orglsvm_struct.html. For 
BP NN, we can run it directly using the functions provided by the software Matlab. 

For the counting of the TLC of a Web page, interested readers ~an download the 
software of the Vi CRAM tool according topiichailidoul}l009~ 254 . For the methods 
ofSE and FC, the codes can be found at http: I IWeb.mit.edulrruth wwwlclutter .htm 
(please refer to the bottom of that We9Page). 

APPENDIX G; Other f!'Ssible !!:J!ure J!!!rk 

Some other future Work whlch miiy. be useful the VisCom measurement is as follows. 
(I) Selection of more effective featJ1res. A number of features used in this study are 
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correlated. From a machine learning perspective, a smaller number of independent 
features could be more useful than a large number of correlated features. Combining 
more domain knowledge in HCI and feature selection techniques in machine learn­
ing will help us find a more effective feature subset. In addition, the costs of feature 
extraction should be considered during feature selection. Some features with high ex­
traction cost can be omitted if they do not significantly affect the measurement per­
formance. Indeed, studies about cost-awareness feature selection for Web page genre 
classification [Levering and Cutler 2009] have been conducted. These can help in the 
construction of a VisCom measurement model, which finds a balance between time 
cost and measurement performance. (2) Introduction of more sophisticated machine 
learning alf,orithms. As a machine learning approach, this study pays more attention 
to V1sCom abeling and feature extraction than machine learning algorithms. In fact, 
many more sophisticated machine learning algorithms can be introduced to derive the 
VisCom measurement model. For example, if the number of collected Web pages is 
large (e.g., 10000), a participant cannot possibly rate all of the collected Web pages. In 
such cases, the p~cipants can rate only a small portion of the collected Web pages, 
after which a sem~upervised machine learning algorithm can be used. In addition, an 
active learning strategy [Wang and Hua 2011] can also be employed to help users label 
more effectively. (3) Construction of application-oriented measurin functions. Measur­
ing functions that can classifY, score, or pre e score istribution of the isCom of 
a Web page have been constructed in this study. In some concrete applications such as 
Web search, the orderings, instead of the categories or scores, are of great concern. Un­
der such circumstances, constructing application-oriented VisCom ranking functions 
would be useful. 
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