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Measuring the Visual Complexities of Web Pages

Ou Wu, NLPR, Institute of Automation, Chinese Academy of Seiences, wuou@nlpria.ac.cn
Weiming Hu, NLPR, Institute of Automation, Chinese Academy of Sciences, wmhu@nlpr.ia.ac.cn
Lei Shi, ¥ahoo! Beijing Research Center, Ishi@yahoo-ine.com

Visual complexities {VisComs) of Web pages significantly affect user experience, and automatic evaluation
can facilitate a large number of Web-based applications. The construction of a model for measuring the
VisComs of Web pages requires the extraction of typical features and learning based on labeled Web pages.
However, as far as the authors are aware, little headway has been made on measuring VisCom in Web mining
and machine learning. The present p@_@ provides a new approach combining Web mining techniques and
machine learning algorithms for measuring the VisComs of Web pages. The structure of a Web page is first
analyzed, and the layout is then extracted. Using a Web page as a scm@tructured image, three classes
of features are extracted to construct a feature vector. The feature vector is fed into a learned measuring
function to calculate the VisCom of the page.

In the proposed approach of the present study, the type of the measuring function and its learning depend
on the guantification strategy for VisCom. Aside from using a category and a score to represent VisCom as
existing worl, this study presents a new strategy utilizing a distribution to quantify the VieCom of a Web
page. Empirical evalnation suggests the effectiveness of the proposed approach in terms of both features
and learning algorithms.

Categories and Subject Descriptors: H.4.m [Information Systems]: Miscellaneous; H.2.8 [Data-based Ap-
plications]; Data Mining

General Terma: Algorithms, Performance

Additional Key Words and Phrases: Visual complexity (VisCom), @uantification, Web mining, Feature,
/Learning.

1. INTRODUCTION

Web pages have become indispensable for acquiring information in everyday life, and
they also serve as the user interfaces of the Internet. Naturally, there is an increasing
need to design visually appealing and easily interactive Web pages. Visual complexity
{VisCom) plays an important role in the perception of visual stimuli. Existing stud-
ies [Berlyne 1974,][Ge1ssler et al. 2006{Pandir and nght 2006} have revealed that
a relationship exists between VisCom and user experiences {e.g., visually pleasant) of
Web pages. Tuch et al. [2009] conducted various experiments to evaluate the impacts
of VisCom on users when visiting Web pages. Their findings demonstrated that Vis-
Coms of Web pages have multiple effects on human cognition and emotion, including
the experience of pleasure and arousal, task performance, and so on. Specifically, a
negative linear relationship exists between VisCom and affective valence, whereas a
positive correlation exists between VisCom and arousal ratings. Users performed bet-
ter on search and recognition tasks on low visually complex pages. Further, another
study reported that the simplicity of interaction with Web pages plays an important
role in improving user experience [Harper et al. 2009], and is a desirable advantage
for Web-based applications [Song 2007].

Understanding and measuring VisCome of Web pages is important for both Web de-
sign and Web-based applications. Web designers have become increasingly concerned
about creating pages that are visually attractive and simple. As designers themselves
do not always have similar impressions with the users [Park et al. 2004], surveys of the
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Fig. 1. Alow-VisCom page (left) and a high-VisCom page (right).

perceptions of population samples aid in evaluating Web design in terms of VisCom.
Nevertheless, the entire evaluation procedure can be costly and slow. Hence, an ob-
jective third-party Web VisCom evaluation tool, which is capable of producing reliable
estimates of the VisComs of the designing Web pages, can help designers obtain feed-
back at reduced design costs and time. In addition, an effective VisCom measurement
can help researchers interested in interaction of cognition and Web use [Harper et al.
2009; Tuch et al. 2009; Tuch et 41) 2011]. Tuch et al. [2009] considered the JPEG size of
a page’s transformed image as the VisCom of that page. However, this simple strategy
may lead to unreliable conclusions. As our experiments suggest, using the JPEG size
to measure VisCom is inaccurate for some Web pages. More accurate VisCom mea-
sures can help cognitive researchers who analyze Web processing obtain more reliable
results.

Figure 1 shows two Web pages with distinct VisComs. Typically, VisComs are re-
lated to human empirical observations that are unavoidably subjective [Annett 2002];
therefore, there is some doubt as to whether or not VisComs can be measured. Song
[2007) analyzed VisComs of Web pages using the Gestalt principle and concluded that
although the VisComs of Web pages are perceived subjectively, they can be measured
reliably. Actually, VisCom is a quantifiable property [Donderi 2006] that has been mea-
sured in such diverse areas as images [Rosenholtz et al. 2007; Forsythe 2009}, icons
[Forsythe et al. 2003], visual advertisement [Pieters et al. 2010], and 3D graphics {Gero
and Kazakov 2004]. These previous measurement methods motivate us with the idea
that measuring Web page VisComs is feasible and is a worthwhile topic of study.

Automatic measurement of VisComs of Web pages can be reduced to a Web mining
problem. However, current Web mining mainly involves { the exploration of content,
usage, and structure [Cheng and Cant-Paz 2010; Jiang et al. 2010; Liu 2007]. VisCom
measurement for the Web has only been investigated in human—compute:iinteraction
(HCI) literature. The Visual Complexity Rankings and Accessibility Metrics (VICRAM)
projeci! launched by the University of Manchester is the pilot work in Web VisCom
measurement. The ViICRAM project aims to improve accessible Web design by describ-
ing the VisComs of Web pages. Although the VisCRAM project is a pioneer work that
has obtained a number of valuable conclusions, several problems still deserve further
study. One primary problem is that the number of features is limited. For instance,
some important factors such as colors and textures are not considered. In addition, the
measurement model construction relies heavily on conventional polynomial regression
methods, resulting in a weak generalization capability of the constructed models.

Lhitp://hew.ca. manchester.ac.uk/research/vicram/

ACM Transactions on the Web, Vol. 1, No. 1, Article 1, Publication date: January 20xx.

—_
4
—

@ (9



13

To advance Web VisCom research and construct a generalized and more accurate
VisCom measurement model, this pape] proposes a new VisCom measuring approach
by integrating studies in HCI, and methodologies in Web mining and machine learn-
ing. Specifically, a new layout extraction algorithm is presented to analyze the struc-
ture of a Web page, diverse features motivated by existing studies in HCI [Michailidou
et al, 2008; Donderi 2006; Song 2007; Harper et al. 2009], design [Ahmad et al. 2008;
Park et al, 2004], Web mining [Cai et al. 2003b; Song et al. 2004; Kim and Wilhelm
2008; Wu et al. 2011], and computer vision [Hasler and Susstrunk 2003; Geusebroek
and Smeulders 2005; Rosenholtz et al. 2007] fields are extracted. Moreover, theoreti-
cally well-founded machine learning algorithms are utilized to cope with the learning
of the measuring function. The conducted experiments show that the proposed ap-
proach achieves better results than the HCI method as well as three other methods
used for comparison.

Studies on HCI mainly investigate on primary factors (features) from earefully de-
signed psychological experiments, whereas studies on machine learning more focus
on feature extraction and model learning. Hence, compared with conventional HCI
papers, the present introduces technical details of the employed features and
learning algorithms before describing the actual experiments. The remainder of the
current paped is organized as follows: Section 2 briefly reviews related literature. Sec-
tion 3 introduces the materials and problems. Section$ 4 describes the framework and
details of the proposed approach, including VisCom labeling, feature extraction, and
learning algorithms. Section 5 reports the experimental evaluation results. Finally,
Section 6 gives the conclusions as well as the limitations of this work and several top-
ies for possible future studies.

2. RELATED WORK

VisCom measurement is an emerging important topic in multiple disciplines includ-
ing the HCI and design fields. This section briefly reviews previous studies on the
VisComs of Web pages. The current study relies on Web mining and machine learning
techniques, so several related topics will be reviewed. Additionally, several studies,
which also investigate the subjective issues, will be briefly introduced.

2.1. Visual gpmplexity mpeasurement

As previously mentioned, current studies on VisCom are primarily from the ViICRAM
project. In a recent study of VICRAM [Michailidou et al. 2008], Michailidou et al. uti-
lized three features, namely, top left corner counts (T'L("), word counts (W)}, and image
counts (7) to construct a linear model expressed as: VisCom = 1.743 + 0.097TLC +
0.0563W + 0.003f, where TLC represents the number of distinct sections a Web page
is organized into. The following steps are undertaken in counting T'LC' of a Web page
[Michailidou 2009]: (1) chunk rendering of the page is created based on cues, such as
background colors, headings, stand-alone images, and visual lines or borders; (2) the
page is divided into boxes, each of which contains a section or subsection; and (3) the
top left corner of a box is counted provided that its left and top sides are not adja-
cent or have a common side with another box. Word counts comprise all texts used
to present any type of information on the page, including texts from menu lists and
within images. Image counts contain any image on the page such as advertisements,
logos, and decorative images. These three features describe several key factors related
to the visual presentation of a Web page, such as color, layout, texts, and images.
Measuring VisCom is also investigated in the area of images [Rosenholtz et al. 2007;
Forsythe 2009], electronic displays [Donderi 2006], and 3D graphics [Gero and Kaza-
kov 2004]. Rosenholtz et al. [2007] proposed two classical methods for image VisCom
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measurement: gnbband gntropy (SE) and feature gongestion (FC)?. SE is based on the
perception that VisCom 18 related to the nifinber oFbits required for subband (wavelet)
image coding. A larger number of required bits resulf,in greater VisCom. FC is seen
as the difficulty measurement of adding a new salient item to an image. A higher dif-
ficulty value indicates a higher VisCom. An easier method to measure VisCom is to
utilize the file sizes of digital images after compression (e.g., jpeg and zip). A larger file
size indicates higher complexity [Stickel et al. 2010]. Dondert [2006] compared several
popular compression formats for VisCom assessment, and experimental results indi-
cated that JPEG is closer to user experiences among others, although it cannot suffi-
ciently reflect the experienced complexity of users. Gero [2004] investigated the
VieCom of 3D graphics. The geometry of 3D graphics can be represented by a graph,
and the complexity of the graph is then calculated based on the probability distribution
of different node types in the graph.

2.2. Web mining

Web mining aims to discover useful information from the Web data. According to anal-
ysis targets, Web mining can be divided into content, usage, and structure mining [Liu
2007]. Web content mining is the process for discovering useful information from the
text, image, audio, or video data on the Web. Web usage mining is a process to extract
useful information about what users are looking for on the Internet based on Web logs,
ALl user access history. Web structure mining is the process to use graph theory to ana-
lyze the node and connection structure of a Web site. Web mining has been successfully
applied in many areas such as Web search and electronic commerce.

A large number of recent studies [Cai et al. 2003b; 2003a; Wu et al. 2011] have
given attention to the visual presentation of Web pages. Cai et al. [2003b] introduced
a visual-based page segment (VIPS) algorithm to determine the structure of a Web
page. Although this algorithm is part of Web structure mining, the VIPS algorithm is
primarily based on many Web appearance cues, such as split lines, decorative images,
colors, and fonts. In {Cai et al. 2003al, visual appearance cues are utilized to distin-
guish different parts of a Web page and find useful content blocks of Web pages. Wu et
al. [2011] proposed an automatic approach for determining whether a page is aesthetic.
These studies are summarized into a new Web mining divisiong-e§ Web appearance
mining, which considers the appearance of Web pages as the (partial) analysis tar-
get and focuses on discovering useful information (e.g., useful content blocks in jCai
et al.@OOSa]) based on Web appearance. In comparison, the current study also focuses
on the appearance of a Web page. Therefore, the present work belongs to the area of
Web appearance mining. Web appearance mining is very likely to become increasingly
important because the appearances of Web pages significantly affect the interaction
between users and such pages.

2.3. Machine learning

Machine lea;rling deals with the design and development of prediction models (or func-
tions} that allow computers to evolve behaviors based on training data such as sensor
data or databases (#n analysis of the primary difference between model construction
in HCI and machine learning is given in Appendix A). For example, given a facial
database, one can construct a face recognition model based on machine learning the-
ories. Machine learning can be roughly divided into supervised, sem&gupervised, and

2In jRosenholtz et al, R007], SE and FC are primarily proposed to measure the visual clutter of images. How-
ever, Rosenholtz et al. discussed the definition of VisCom and the features of their proposed algerithms. They
concluded that the proposed methods (i.e., SE and FC) can alse be used in measuring VisCom. Interested
readers can refer the fourth paragraph of the sixth section in JRosenholtz et al.@007].
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unsupervised learning [Mitchell 1997]. In supervised learning, a prediction model is
learned (constructed) to map inputs (called features) to desired cutputs (called labels)
based on training data of input-output pairs. Once the prediction model is learned, a
new input can be fed into the model and the output is generated. Supemsed learning
can also be divided into subg reas, namely, classification and regression. In classifi-
cation, labels are categt;»nca\l)a in regression, labels are continuous. In this study, for
exa.mple if we aim to predict whether or not a Web page is visually complex, a model
is constructed to classify a Web page into either a “Yisually complex” or a “¥isually
simple” category. In other words, the labels are categorical. If we aim to predict the
VisCom score of a Web page, a model is constructed to score the Web page. In this case,
the labels to be used are continuous real numbers.

Machine learning pays much attention to the generalization capability of a predic-
tion model, which refers to the prediction performance on new, unseen data prediction.
Two supervised machine learning algorithms, namely, zandom fprest {RF) [Breiman
2001] and gupport gector gachme (SVM) [Vapnik 1998] are demonstrated to have good
generahzaﬁon capability as reported in prev1ous literature. These algorithms are used
in this study and are briefly introduced in Appendix B.

2.4. Automatic measurement of human ;eellngs

With user expenence receiving an increasing amount of attention, many studies have
been conducted on the automatic evaluation of subjective human feelings on images,
videos, texts, and Web pages using computational approaches. For instance, Datta et
al. [2006] proposed a computational aesthetic approach to evaluate the visual quality
of images. Ninassi et al. [2009] investigated visual quality assessment for videos. Pitler
and Nenkova [2008] extracted 32 features for a text document and constructed a clas-
sifier to assess the readability of the text document. Zheng et al. [2008; 2009] designed
elaborate experiments to collect user ratings and utilized low-level features to estimate
user feelings and perceptions on interfaces and Web pages based on machine learning
approaches. Their experimental results suggest that there are interesting patterns in
the relationship between low-level features of Web pages and design-relevant dimen-
sions. Wu et al. [2011] constructed a linear regression model to score the visual aes-
thetics of Web pages. The aforementioned studies profoundly illuminated the current
study, particularly on the primary procedures used in the former, which are similar to
the latter. One example is feature extraction, which is one of the areas considered in
the current study that has been directly motivated by previous studies on images and
Web pages.

3. MATERIALS AND PROBLEMS
3.1. Web Bages and participants

Homepages are ugually effectively designed to attract users because they give users
the first impression of a Web site. In this 1300 homepages were collected, mainly
from company, university, and personal sites among others. Given that all the partic-
ipants were Chinese, no Chinese Web pages were selected. This is a common practice
that designers use to prevent human evaluation from being interfered by the content
[Thomas and Tullis 1998]. The URLs of all the experimental Web pages are available in

an online Appendix (Appendix C). After completing the download, each page was pre@:

processed and their features were extracted using the feature algorithm introduced in
Section 4.3.

The participants were recruited using mail advertising from our experimental lab-
oratory. To ensure that all selected participants had normal perception on VisCom,
each candidate was asked whether the page of www.baidu.com was visually simpler
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than www.schu.com. If the angwer wasfiYe& the candidate was selected. Finally, seven
members from the laboratory and five friends of the laboratory members were selected
as participants. The seven members from the laboratory were all Ph.D. students in
fomputer Bcience. The other five members were students specializing in Zomputer
Peience, Agriculture, and Electrical Engineering. Among the participants, seven were
males and five were females, aged between ages 20 and 30. All the participants ac-
cessed Web pages at least every week,

3.2. Rating procedure

In Web peFteption experiments [Papachristos et al. 2006], human labeling interfaces
are generally well-designed to keep the perception of participants as close as possible to
their perception when they access the pages freely. Therefore, we degigned a labeling
platform which shows a page similar to a Weh browser with the scoring box located
at the bottom of the interface as shown in Fig) 2. For each Web page to show, the
platform tries to ensure that the page’s presentation is as close to that in a standard

Web browser as possible. Therefore, for long Web pages, users scroll the pages and find

the rating boxes at the bottom of the interface. The platform ran on a Dell OPTIPLEX
320 PC with a resolution of 1280 x 1024 pixels.

International Qlympic Truce Centre
[ wsier -+ A

Please rate:

e cle 00w 1 o 2 o {Wext }

T

Fig. 2. The human labeling platform.

PRV o

-
Considering that the coneept of VisCom is not difficult to understand and we wanted
the participants to access the pages freely, we did not give special instructions to the
participants but only a simple training on how to use the labeling platform. Each par-
ticipant was allowed to view one page within 55 and rate the page within an integral
score from the set of basic ratings {2, —1,0,1, 2}, where a score of RZ indicates that
the VisCom is very high, whereas 2 indicates that the VisCom is low.
During the user-rating session, a Web page is randomly loaded. The participant then
views the page and subsequently rates it. After rating, the participant clicks “ne
to load the succeeding random page. If the participant fails to raie a page within a
fixed amount of time, a page is randomly selected among the unrrated pages and is
loaded automatically. After all the 1300 pages were rated, the participant’s rating task

2There is no general standard about the setting of the number of basic ratings. In existing studies including
Michailidou et al.FOOS}Annett{QOOL’ Pitler and Nenkova@OOB], five, seven, ten, and eleven are usually
chosen. Since it is difficult to say which number is the best without any further information, five is selected

in this study.
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is concluded. Each participant was required to rate all the 1300 pages within four
hours. When all the participants finished their rating tasks, each Web page received
12 VisCom ratings.

3.3. Prablems

The aim of this study is to construct a VisCom measurement model, which can predict

the VisCom of a new Web page, based on the collected 1300 Web pages and their as-

sociated VisCom ratings. There are several key problems. (1} How to represent a Web

page using a set of quantitative features? (2) How to learn a measurement model with

good generalization capability? (3) Once a measurement model is constructed, how to

validate its effectiveness?

The abov8 problems are addressed by using a typical supervised machine}learning \":‘QCQCM"‘% / Cﬁ:

approach together with Web mining and computer vision techniques. Generally, a typ-

ical supervised machinéllearning approach consists of three major stages: data prepa-
ration, training, and testing. The data preparation stage extracts features and collects

user ratings to compile training and testing data. The training stage constructs a pre-

diction model based on the training data. The testing stage evaluates the performance

of the learned prediction model based on the testing data. The following section intro-

duces our methodologies.

|

Modek leaming |
using a‘maching . 8

b e Training
learning.algorithrn

JESTRE
.

Collection:
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‘I - Feawre .
" extraction
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I .
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Fig. 3. Overview of the proposed approach.
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4. METHODOLOGIES
4.1. Qverview of the Propased Approach

Our proposed approach falls under a conventional supizarvised machine learning ap- ')
' proach, Therefore, the construction of a VisCom meagurement function (a prediction o~
F. O\Uf 2 3 model) by the proposed approach conforms to the main flow of a machine learning
approach. The outline is shown in Figi3. aWre

As can be seen, the i;q)ut of the data preparation stage is a collection of Web pages A
Ture
(W

enclosed within the lefigmost cylinder (Fig13). Initially, each Web page is labeled, and
a number of measurable properties (features) are extracted from each Web page. All
the extracted features of the Web pages and their labels comprise the labeled dat{:' Ny &
set. The daté:set is then split into two sets, namely, training and test sets. In the v
training stage, the input is the training set. A (supervised) machine learning algorithm
is utilized to obtain a prediction model (i.e., a VisCom measurement function) based
on the training set. The output is a prediction model whose input and output comprise
features of a Web page and a VisCom label, respectively. In the testing stage, the input

ACM Transactions on the Web, Vil, 1, No. 1, Article 1, Publication date: January 20xx.
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is the test set, and the learned prediction model is initially run on the features of
each Web page in the test set. A predicted VisCom label for each test Web page is
then obtained. Subsequently, the predicted labels are evaluated using an evaluation
criterion (e.g., classification accuracy) based on the original labels. The final output
suggests the performance of the learned prediction model.

Two points distinguish the proposed approach from the other HCI studies. (1) Our
approach conforms to a standard machine learning framework, so theories in machine
learning can help construct an effective VisCom measurement function with good gen-
eralization capability. (2) Unlike previous studies that involveylimited number of fac-
tors, the proposed approach leverages Web mining and computer vision techniques to
extract an extensive range of features. These features can represent a Web page in
many cues such as color, layout, texture, and other visual factors.

4.2. VisCom Labeling

As introduced in Section 3, considering that the VisCom of a Web page is subjective
and different people may perceive different or even opposite VisComs of the same page,
each collected page is repeatedly labeled by 12 participants using several basic ratings,
When all the participants finished their rating tasks, each Web page received 12 user
ratings. The histogram of user ratings reflects how users perceive the VisCom of a Web
page. For example, Figure 4 shows the histograms of user ratings of the two pages
in Fi%l. The two histograms suggest that all users agree that the left page has a
lower VisCom. Other exemplar histograms of user ratings of four Web pages in our
collection by twelve participants are shown in Figf 5. The following part discusses the
quantification of raw user ratings into a VisCom label.

10 14

23 g8

25 Eﬁ

e °

54 étl

E2 52

Z() . . Z() . :
-2 =1 0 1 2 -2 -1 0 1 2

Ratin, Ratin;
Fig. 4. The votes on the basic ratinggs of the two pages in Fig. 1. The left histo%‘ram of votes is for the left
page in Fig. 1)\

Existing studies [Datta et al. 2006; Pedro and Siersdorfer 2009] usually use a cate-
gorical label or a score to quantify the user ratings. Despite the reasonableness of both
the category and score quantifications, in some cases, a single quantity 18 insufficient

to capture the true nature of the subjectivity of VisCom. It is observed from Figg 5 that -

the disagreements between participants are relatively high. Some participants labeled
a page as Jvery visually complex{ (§2), while some others labeled the same page asJvery
visually simplei((2). Figure 6 shows the histogram of variances of the ratings by par-
ticipants for our collected 1300 Web pages. The variances of user ratings reflect the
inter-rater disagreement. Most pages’ rating variances are larger than 0.5, Therefore,
the inconsistencd between VisCom scores by humarn, cannot be ignored. However, both
the category and score strategies do not consider this issue.

To this end, we proposed a new quantification strategy that directly applies the nor-
malized histogram of user ratings as the VisCom label of a Web page. The quantifica-
tion is as follows[™

e = (Pr1, » Phis - PRZ)s 6l
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No. of votes
= o= N W

- 0 2 - - - - - J.
Rating Rating Rating, Rating

(a} ) (b) . . (c) (d)
Fig. 5. The vote histograms on basic VisCom ratings of four Web pages.

300
8 250 .. i . ..... , .......
oo H

& 200
= 150

1.5 P 3.5
Variance
Fig. 6. The histogram of variances of scores by labelers.

where py; is the proportion that the i-th basic rating is chosen by usersg

_ The number of users who chose the i-th basic rating to rate the k-th page Z’ 2)
N The number of users

When the number of users approaches infinity, v, becomes the distribution of the per-
ceived VisCom for the k-th Web page. Hence, this new strategy is called distribution
quantification strategy. Using this strategy, the labels of the four pages in Fig} 5 are
(0.1667, 0.0833, 0.1667, 0, 0.5833), (0.2500, 0.4167, 0, 0.1667, 0.1667), (0.1667, 0.4167,
0.0833, 0.1667, 0.1667), and (0.6667, 0.1667, 0, 0, 0.1667), respectively.

Distribution quantification can capture the subjective nature of VisCom better in
three aspects. (1} It is consistent with the subjectivity nature of VisCom that a page’s
VisCom can be perceived differently. (2) A distribution seems like a soft label of a page,
which is similar in spirit with the fuzz set theory that arises from human subjectivity
[Zadeh 1965]. Each entry of i reflects the approximate possibility that the VisCom
belongs to the corresponding rating. (3) It provides a clear picture of how people per-
ceive the VisCom of a page, and carries more information than a category and a score,
As each entry of y,, is approximately continuous and locates in [0, 1], the learning for
this new quantification is called VisCom distribution regression.

Since a distribution is more suitable, then why are classification and score regression
still explored in the study? Although distribution contains more information, learning
a distribution measuring function is alse more difficult and requires more human la-
belers, which is a practical challenge in real use. Section 4.4 will describe the learning
algorithms for the measuring functions under the three quantifications.

Phi
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Fig. 7. The feature extraction for a Web page in the proposed approach.

4.3. Feature extractlon

Web page stfuctural elements (e. g., text, linksJand images) and their vigual character-
istics (e.g., overall color scheme) determlne the VisCom level of a Web page [Michaili-
dou et al. 2008]. To extract both structural and visual features of a Web page, a new
feature extraction procedure is proposed {Fig] 7). First, the sourcepcodes of an input
Web page are obtained, and the page is transformed into an image (called Webgpage
image). The page is then segmented, and the layout is constructed for the page. Three
classes of features are extracted, namely, source-code {(also called HTML features in
this study), structural, and visual features. HTML features refer to the quantities of
Web page elements (e.g., texts, links), structural features reflect the layout of a Web
page, and visual features represent the color and the texture of the transformed Webg-
page images. These three classes of features characterize the five main parts of a Web
page: texts, images, links, background, and layout.

In visual feature extraction, each transformed Webit)age image is represented both
in Red-Green-Blue (RGB) and Hue-Saturation-Value (FSV) color spaces in the calcu-
lation requirement. In total, 44 features are extracted and denoted as {fi{1 < i < 44}.
The succeeding section explains the details of each of the feature extraction steps.

4.3.1. Structural gnalysis. Michailidou et al. [2008] concluded that there is a strong cor-
relation betweerl the layouts of Web pages and their perceived VisComs. Hence, the
primary goal of structural analysis is to extract the layout of a Web page. The obtamed
layout will be used to extract layout features and to aid in the extraction of visual
features. Based on the definition of layout in design 1'3%9{11‘011 [Ahmad et al. 2008], the
layout of a page in this study is defined as a set of unsoverlapped large rectangular
blocks that (approximately) cover the whole page. These rectangular blocks are also
called layout blocks. Figure 8 gives three layout examples for three pages, respectively.

Fig. 8. Three Web pages and their extracted layouts (rectangles with heavy black lines) using V-LBE. There
are seven, four, and eight layout blocks in the left, middle, and right pages, respectively.

©
®
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Numerous well-known Web page segmentation algorithms are proposed in previous
literature [Cai et al. 2003bﬂKohlschtter and Nejdl 2008]. These algorithms represent a
segmented page using a tree. Song et al. [2004] directly adopted the leaf nodes (blocks)
as the layout blocks of a Web page. The sizes of leaf nodes vary substantially, and
some leaf nodes’ sizes are very small, so a new heuristic layout extraction algorithm
based on the Web page segmentation is introduced instead. Given that the present
study explores the visual aspects of Web pages, the visual-based page segment (VIPS)
{Cai et al. 2003b] algorithm is selected as the basic segmentation algorithm. A briefl®
introduction of VIPS can be found in Appendix D.

Our algorithm is called @[Psi\based Chyout Block [Ektraction algorithm (V-LBE).
The VIPS algorithm is first performed to segment a Web page to derive the VIPS tree.
In this step, the parameter Permitted Degree of Coherence{ P DoC) of VIPS is set to be
large enough to ensure the smallest possible leaf node block granularity of the VIPS
tree. Based on the VIPS tree, V-LBE selects all the layout block candidates whose
gizes are above a threshold (r1) and then deletes or inserts blocks to construct a set of
unigverlapped large blocks which (approximately) cover the whole page. The steps of
V-LBE are shown in Algorithm 1. In our experiments, =, is heuristically set as 1/9 of
the whole page size, while 7» is heuristically set as 1/36 of the whole page size. The
reason why 1/9 and 1/36 are selected is as follows. A Web page can be divided into 3*3
blocks or 6%6 blocks. At first, only the blocks whose sizes are above 1/(3*3) = 1/9 of
the whole page are taken as major blocks or layout blocks. As many small blocks are
deleted in this step, the left blocks cannot cover the whole page. Hence, in the second
step, new blocks are generated in order to cover the uncovered page. Finally, if the
new generated blocks are smaller than 1/(6*6)=1/36 of the whole page, then these new
blocks are not taken as major blocks, namely, layout blocks,

pui: a Web page, two thresholds 71 and ..

Qutput: a set of layout (rectangular) blocks.
Steps:

1. Segment the Web page into a block tree using the VIPS method described in [Cai et al.
2003b]. The parameter PDOC is set to be large enough to ensure the smallest possible leaf
node block granularity.

2. Access each node of the tree and seleet the nodes whose areas are equal to, or bigger than,
the threshold 1. These selected nodes also consist of a new tree Theq.

3. Access each non-leaf node of T,,..,. If the node’s children do not cover it, new nodes are
generated as the node’s children such that the node can be covered by its children.

4, Delete Thrcw's leaf nodes whose areas are below 72, and output the rest of the leaf nodes’
rectangular blocks.

Once the layout blocks are obtained, relative positions of the blocks can be eas-
ily inferred. An adjacent matrix (4) is used to describe the relationships between
blocks: A;; = 1 if the i-th block and the j-th block are adjacent, while 4;; = 0 oth-
erwise. Take the middle page in Figis as an example, its adjacent maxtrix (4) is
0,1,0,0;1,0,1,0;0,1,0,1;0,0, 1,0].

Let us suppose a WebJpage image’s layout blocks are {B;,..., B;,..., By }. The fol-
lowing subsection describes the details of candidate features for VisCom measurement.
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Table I. Definition of HTML features y
= c.of
A nurber of texts 4

I number of linked texts
Ja fo/h
Fia number of fonts
fs number of font sizes
Js average font gize
Fr number of font weights
Is average font weight
fo number of tables
fio number of background colors

g . . 4.3.2. HTML Feature Extraction. The HTML features are all extracted directly from the
l &\o \Q, J sourcexcodes of Web pages. Details of these features are described in Table L. The fea-

tures fi and fs are calculated as{™ ¥

i

.fﬁ:z.fzi'p-ia fSZwaj‘Qj/\ (3)
i j .

where fz; represents the i-th font size used in a page, p; is the proportion of the texts
with the i-th font size, fw; represents the i-th font weight used in a page, and g¢; is the
proportion of the texts with the j-th font weight. Methods in HCI field focus on this
clase of features.

Ly

4.3.3. Structural Feature Extraction. The structure of a Web page significantly affects its
visual presentation and thus the perceived VisCom. The VIPS tree describes the de-
tailed structure of a page, while the layout describes the overall structure. Intuitively,

' the more complex the VIPS tree, the more visually complex the pagek'ﬁ Figure 9 shows o
. two pages with distinet VIPS trees. The left page has lower VisCom and also a lower
N Y (lof e
o J

complex VIPS tree. However, studies on tree complexity are rare. We note that there
are studies on graph complexity [Kim and Wilhelm 2008]. To measure the complexity
of a graph, some basie structural information such as numbers of nodes and edges are
T o.b [ e Z usually used. Motivated by the graph complexity measurement, the features (f11-f1s)

shown in Table II are extracted to describe the complexity of a VIPS tree. Two features
(f19, f20) are used to represent the layout.

Some features that describe texts and images in a page are also taken as structural
features for they are obtained based on the VIPS tree. Four features (f2;-f24) character-
ize the text distribution. For images, the number of images that provide information,
instead of the number of all images used in HCI studies, is considered because there
are a large number of quite small images only for decoration. The number of infor-
mative images (f25) can be approximately obtained based on the VIPS tree. Each leaf
node of the VIPS tree is described by a set of metadata. In the metadata, the value of
the attribute of [Containimg{ denotes the number of images contained in the leaf node.
Then, the sum of the valued of the ﬁContainImg:t attributes of all the leaf nodes of the ¢
VIPS tree is taken as the number of informative images (f25). The rest features (fuq,
fo7) are inspired byJSchaik and Ling{1991]. P

4.3.4. Visual Feature Exiraction. Colors and their organization are also key issues that
affect the VisCom of an image [Rosenholtz et al. 2007]. Several attributes are utilized
to characterize the color present in a Webxpage image, @
Brightness (Brix{ Three bright features (fas, f29, f30) are used io describe the av- \
erage brightness, brightness difference (among adjacent blocks), and brightness vari- .
ance, respectively. The brightness of a pixel is its V' component in the HSV color space.
Let Bri(B;) be the average brightness of pixels in a Webgpage image layout block B;.

G
\\
N
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Fig. 8. The VIPS trees of two Web pages.

Table Il. Definition of giructural fpatures

fui number of leaf nodes
fi2 ] number of layers
Fis number of non-leaf nodes
fia number of nedes that have two children
fis number of nodes that have three children
fs number of nodes that have four children
Fivr number of nodes that have five children
Jf1s | number of nodes that have more than five children
fi9 nuraber of layout blocks
f20 number of pairs of adjacent layout blocks
fo1 number of text Teaf nodeg
Foo number of texts in proportion to the whole page
Jas total text area in proportion to the whole page
F24 | number of texts in proportion to the total text area
s number of informative images
Fae page’s width + page’s height
Far aspect ratio (page’s height 7 page’s width)

The three features are calculated asr

1 M .
fes =37 Zi:l AiBri(Bg),

where A; is the area proportion of B; in the Webipage image.

1
fro= 2 Son SO AyiBri(By) - Bri(By)l”
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f30 - Va:(Bm{B,_)) (6)

Huen(This factor is one of the main properties of a color. Three hue features (f31, f32,
f33) are used to represent the average hue, hue difference, and hue variance, respec-
tively. They are calculated similarly to Egs. (4;(6) by replacing Bri{ B;) with the average

—

( ol ne lsof/d

¥ e €

hue value of the i-th block. /
Colorfulness (Col)éAn efficient colorfulness evaluation algorithm is proposed by @

Hasler usstrunk 20031, The algorithm first calculates the opponent color
space where for a pixel (R, 7, B), its new coordinates are
rg=R -G, yb=0.5(R+G) — B. 7

For block B;, once the new coordinates {r¢g and yb) are obtained, the variance
and mean of the rg and yb components can be obtained and represented by
Trg(Bi), oy (Bi), thrg(Bs), o5 (B;), respectively. Then the colorfulness of an image block
is calculated usingp

Col(B;) = O'ﬂ"gyb(Bé) + 0-3,Urgyb(Bi)’ 8
Orae(Bi) = /10wg(BOI? + loa(B)J2, ©
pirgu(Be) = 4/ lng (B2 + [ (Bi) 2 (10)

Then three features (4, f3s, f26) are calculated similarly to brightness to character-
ize the average colorfulness, colorfulness difference, and blocks’ colorfulness variance,
respectively, by replacing Bri(B;) with Col(B;) in Egs. (4&6).

Texturef,Texture is another important factor related with visual emotion. In the vi-
sual arts, texture refers to the surface quality perception of an artwork. Geusebroek g§
4fi[2005] reported a six-stimulus basis for stochastic texture perception by considering
the contrast and grain size of an image. The contrast of the image is indicated by the
width of the distribution 4, and the grain size is given by -, which is the peakedness
of the distribution. Hence, a higher value for v indicates a smaller grain size (more
fine textures), while a higher value for § indicates more contrast. For boeth parame-
ters, three features are extracted similarly to brightness. Hence there are six features
(fs7-F 42)-

Compressed File SizehThe compressed file size (JPEG size) (f43) of a Webjpage
image is taken mto account. Normalized JPEG size (f.4) is also considered, which is
the ratio of the JPEG size to the whole Webxpage image’s area.

4.3.5. The Algorithmic Steps of the Feature Extraction. The sketch of the feature extraction
is summarized in Algorithm 2. Step 4 occupies most of the processing time. To acceler-
ate the extraction approach, large Webxpage images are scaled down at first.

Once the features of a Web page are extracted using Algorithm 2, a feature vector is
obtained for the Web page. The feature vector is the form of { f1, fa, ..., f4a}. To construct
a map from the feature vector to the VisCom, machine learning algorithms will be
used. The following subsection describes the learning algorithms used in this work.

4.4, Machine Learning Algorithms in Training

This subsection discusses the learning algorithms used in the training stage of the
proposed approach. All three VisCom quantification strategies (i.e., category, score, and
distribution) are investigated. The first two strategies have already been investigated
in previous studies, whereas the investigation of the third strategy is pioneered by
the current research. For the first two strategies, two well-known learning algorithms
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%;gorithm 2: Feature Extraction

nput: a web page with its source codes.

Output: features ({fi|1 < i < 44}).

Steps:

1. Extract the HTML features ({fi|1 < i < 10}).

2. Apply VIPS and V-LBE (Algorithm 1) to segment the page and extract the layout blocks.
3. Extract the layout features ({ ;|11 < 4 < 27})

4. Transform the Web page into an image; extract the brightness features ({ f;|28 < ¢ < 30}),
hue features ({f;|31 < ¢ £ 33}), colorfulness features {({ f;{34 < i < 36}), texture features
({f:]37 < ¢ < 42}) and the compressed file size features (43 and fi4) based on the extracted

fayout blocks.
Table Hi. Two jearning gigorithms for gach guantification grategy/a oy xS / 7"
[ Quantification | Maasuring function Algorithm ]
Category Classifier Random forest, Support vector machine
Score Regression funcfion Random forest, Support vector regression
Distribution Distribution regression function Neural network, SVDRE

were introduced and compared. For the third strategy, a new regression algorithm was
A introduced to address the learning of the measuring function.
J be{ﬁ 3 Table 111 lists the learning algorithms for the three different VisCom quantification
strategies and measuring functions. When VisComs are quantified using categorical
labels, the measuring function becomes a classifier that can predict whether or not a
Web page is visually complex. When VisComs are quantified using scores, the mea-
suring function becomes a regression function that can seore the VisCom of a page,
whereas if they are quantified using distributions, the measuring function becomes a
distribution regression function that ean predict the VisCom distribution on the basic
ratings for a page.

4.4.1. Classification. Theoretically, most existing learning algorithmes can be leveraged
to train the classifier. As previously mentioned, the Landom forest (RF) [Breiman 2001]
and gupport yector ;&achjne (SVM) [Vapnmk 1998]%will be tsed and compared in the
experiments. ~

4.4.2. Score Regression. Similarly, most regression algorithms can be used. RF and
SVM can also address regression problems, so these methods are still used in score
regression. RF is also called random forest gegression (RFR), and SVM is also called
Support gector regression (SVR). = =

4.4.3. Distribufion Regression. If Eq. (1) is used, the target value yj is a vector instead
of a single quantity. The learning is a multi-input muiti-output regression problem.
Conventional regression algorithms cannot be directly used. Two separate algorithms
based on peural network (NN) [Rumelhart et al. 1986} and structural SVM [Tsochan-
taridis etal. 2007) are applied.

Distribution Regression based on N can be easily used in distribution
regression, ack-propagation (BP) NN [Rumelhart et al. 1986] is learned
with the following loss funcEonf—

1.9) =y -7, SRV

where y is the desired output and ¥ is the prediction, As i should satisfy each entry -~
is norglegative and {|%||, = 1, the output of the NN should be normalized. First, each )
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entry of output ¥ is maximum-minimum normalized transformed into {0, 1]; then, the
output is normahzed for the sum of all entries to equal 1.

egression based on $Structural SVM (SVDR)Structural SVM is
a general framework that addresses structural output learning problems. We adapt it
to a new algorithm called SVDR (support vector distribution regression) to learn the
distribution regression function. SVDR aims to learn a discriminate function F : X x
Y — R over input/output pairs, where X and Y represent the input and output spaces,
respectively. With F', the measuring function ¢ (or distribution regression function) is

pw(z) = argmax F(z,y). (12)
yeY

F(z,) can be seen as a matching function. Ideally, the maximum of F(z, ) is at the
desired output y for an input . F is usually assumed linear in some combined feature
representation of inpute and outputs ¥(z,y),

Flo,y:w) =< w,¥(z,y) >, (13)

where w denotes the parameter vector to learn. The specific form of ¥ depends on the
nature of the problem. Once ¥ is defined, w can be obtained by using mathematical
optimization algorithms, Please refer to Appendix E for details.

5. EXPERIMENTS

Compared with existing methods, the proposed approach extracts extensive features
and utilizes machine learning to construct the measuring function. Hence, the exper-
iments aim to investigate: (1) whether or not the extracted features are effective, (2)
which machine learning algorithm is more effective for VisCom measurement, and {3}
whether or not the proposed approach outperforms existing methods. Section 5.1 pro-
poses several hypotheses related to these problems, Section 5.2 introduces the experi-
mental setup, Section 5.3 presents the experimental results, and Section 5.4 discusses
the experimental results and analyzes the features.

As VisCom measurement for Web pages is a relatively new topic, studies on it are
rare. Therefore, there is ngymuch choice for competing methods. As introduced in Sec-
tion 2.1, the HCI method is proposed by the ViCRAM project which initiates the study
of VisCom measurement for Web pages. The FC and SE methods are two state-of-
the-art image VisCom measurement algorithms. The JPEG method?, though it seems
very simple, has been used by researchers in previous related studies. Therefore, the

four methods were compared in our experiments. Appendix F provides a brief
introduction of the codes and the software program of these methods.

5.1. Hypotheses

The evaluation of the feature extraction and learning algorithms is based on the fol-
lowing hypothesesé

& ‘m‘\ —H1 fSRF is more appropriate than SVM in terms of VisCom classiﬁcatioré

o ok

he proposed approach outperforms existing state-of-the-art studies in terms of
sCom classificatio

—H3 is more appropriate than SVM in terms of the VisCom scormgé
—’H “The proposed approach outperforms existing state-of-the-art studies in terms of

AsCom scorin

— H5 “The proposed algorithm SVDR outperforms BP NN in terms of VisCom distribution

regressio

4For a Web page, it can be transformed into an image in the JPEG format using a Web browser, Then the
image’s file size is obtained and used as the indication of the VisCom of that page.
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— I_-},G@The features are distributed in a linear spacee‘/

Section 5.3 describes the experiments conducted to test the @bg@ hypotheses. Specif- ) ©
ically, Section 5.3.1 discusses the tests for H1 and H2, where the proposed approach FrQC.Q,d-“M}
with two classification algorithms (RF and SVM) 1s compared against the four existing ]
methods. Section 5.3.2 discusses the tests for H3 and H4, where the proposed approach
with two score regression algorithms (RFR and SVR) is compared with the four ex-
isting methods. Section 5.3.3 discusses the tests for H5, where the proposed approach
with two distribution regression algorithms, namely, neural networks (NN} and SVDR,
is compared. In all experiments, two well-known dimension reduction techniques are
applied to test H6: grincipal component gnalysis (PCA) and kernel PCA (KPCA) [Cao o x4
et al. 2003]. In addifion, important featuFes among all the 44 mentioned features are
analyzed and discussed in Section 5.4. ‘

5.2. Experimental Setup

5.2.1. Experimental Data. As previously introduced in Section 3, there are 1300 Web
pages and each page receives 12 user ratings. Each Web page was transformed to a fea-
ture vector using the feature extraction method in Algorithm 2. Each page's user rat-
ings are transformed into a categorical label, a score, and a distribution, respectively.
The transformed labels, scores, and distributions are the desired outputs in the exper-
iments of VisCom classification, scoring, and distribution regression, respectively. The
features and the desired outputs of the 1300 pages construct the experimental data.
According to the introduction in Section 4.2 for VisCom quantification, in classifica-
E) 0{:\!’\0"\ > tion, pages with average ratings <0 — ¢ /2 were placed into the high-VisCom category®,
whereas pages with average ratings >0+ §/2 were taken as low VisCom. High-VisCom
pages are viewed as positive samples. In score regression, the average of user ratings
for each page was taken as the overall rating of the page. In distribution regression,
the range of rating grades [-2, 2] is five, whereas the number of labelers is only 12.
Therefore, the score range had to be transformed into a new basic rating set {-1, 0, 1}, )
wherein the labelers’ rating scores within {-2, -1} becomeRL, and rating scores within A vE Si 9?"
{1, 2} become 1. The VisCom distributions for each page are then calculated using Eqs. '
(1) and (2). Six Web pages with low/medium/high average VisCom scores are shown in
F igKlO. - Are

5.2.2. Evaluation Criteria. Evaluation criteria should be introduced to measure the pre-
dicted results {(output by a VisCom measurement model learned on training data) on
test data. Classical measures for binary classiﬁcatioﬁ Fawcett 2006], such as grue posi-

tive rate i Yor sensitivity), frue gegative rate or specificity), micro-accuracy

were-borrowed to evahiate the VisCom clagsification results. Let NH be the
numer of high-VisCom pages and NL be the number of low-VisCom pages in the test
set. Let NPH be the number of high-VisCom pages that predicted as high-VisCom and
NPL be the number of low-VisCom pages that predicted as low-VisCom in the test set.

Then
NPH
TPR=——+ 14
NE (14) 0
NPL
TNR= —— 15
N A (15) s
5Rat1'ng70Krepresents the page is neither visually complex nor visually simple. ¢ is a manually determined N s

parameter and indicates the gap in the average ratings between the high-VisCom and low-VisCom cate-
gories. For instance, if §/2 is set as 0.2, then pages whose average ratings are lower than -0.2 are placed into
the high-VieCom category, and pages whose average ratings are not lower than 0.2 (04+0.2) are placed into
the low-VisCom category. The gap in the average ratings between the two classes is 0.4 (5/2 + §/2).
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Fig. 10. Six Web pages (ATT, SIEMENS, FrankManno, pro-football-reference, CCS Direct LLC, and Vision
Festival) with low to high VisComs according to human ratings. A larger average VisCom score indicates a
low visual complexity.

NPH + NPL;
A= "NELNL N (16)

Q@

For the scoring, the gesidual ﬁum -of- squares error (RSSE) jwas applied to evaluate / o Lot

the performancesy~ =

1 N
RSSE, = 53 (i~ Jr(z)’, (17)
where N is the number of test pages, z; is the feature vector of the i-th page in the
test set, y; is the desired output (i.e., the average of user ratings} of z;, and f.(z;) is
the pred1cted VisCom score of x;. In the VisCom distribution regreseion, the residual
sum-of-squares error((RSSE) ’Was also applied to evaluate the performances with a
slight variationt~

1 N .
RSSEw = 57— 2. v = Jar (203, (18)

where y; is desired output (i.e., the normalized histogram of user ratings} of z; and
Sar(z;) is the predicted VisCom distribution of z;.

5.2.3. Comparison of the Competing Methods in an Experimentai Session. To fairly compare
the five methods (TICI, F'S, SE, JPEG, and our proposed approach), they were run on
the same set of Web pages that had VisCom labels. As illustrated in Figl 3 in Sec-
tion 4.1, the learned VisCom measurement model was evaluated on the testing stage.
Therefore, the other four competing methods were also evaluated on the testing stage
by replacing the step involving the “Prediction by the learned prediction model” with
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the step of “Prediction by a competing method (e.g., HCI)". The results of each of the
competing methods were recorded and used in the performance comparison.

VisCom scoring was considered as an ex?f:_‘l‘e to describe the comparison in detail.
The 1300 rated pages werefrandomly divided}into two subsets with equal sizes. One
subset was taken as the training set, while the other was taken as the test set. The
training set was used to train a VisCom scoring function based on the proposed ap-
proach. Subsequently, all the methods, including the VisCom scoring function by the
proposed approach, took turns to predict the VisCom score of each Web page in the
test set. The regression error for each competing method was then caleulated using

q. {17) based on the VisCom labels and the predicted scores. The ahoxd {random

vand the successive training and testing were repeated five times, and the re-
gression error for each method was recorded at each time, Hence, for each method, five
regression errors were recorded. Finally, the average regression error for each method
was calculated, and the results were used to compare the five competing methods.

Furthermore, we performed the Wilcoxon rank sum test [Lam and Longnecker 1983]
to judge the significance of the performance difference between two competing meth-
ods. If the difference was significant, we then concluded that the method with better
results (e.g., a lower average regression error) was superior to the other one. Hence,
the comparison between two methods, dencted as A and B, throughout the experiments
consisted of two steps. The first step directly compared their corresponding values on
the evaluation criteria, with the assumption that B has larger clagsification accuracy
or a lower scoring error. The second step leveraged the Wilcoxon rank sum test to check
whether or not the difference was significant. If the Wilcoxon rank sum test suggests
that the difference was significant, the conclusion that B outperforms A was obtained.

5.3. Experimental Results

5.3.1. VisCom Classification. The RF and SVM, as well as PCA and KPCA, are com-
pared to obtain an initial picture of the approach. As a result, six combinations are
produced, namely, RF, PCA+RF, KPCA+RF, SVM, PCA+SVM, and KPCA+SVM. For
RF, only the number of trees in {10, 50, 100, 200, 300} is changed, and other parame-
ters are default. For SVM, only results on the linear kernel are reported (results on the
radius basis function kernel are similar). The parameter C of the linear kernel SVM
is searched in {0.01, 0.1, 1, 10, 20, 50, 100}. This parameter controls the tradepff be-
tween errors on training data and model complexity which is related to generalization
capability. All parameters are obtained via then-fold crosgyalidation.

gl

/2 TPR T TNR [ Aecc | TPR | TNR | Aec | TPK | TNE | Ace
0 [ 66.73 | 7692 | 72.00 | 65,03 | 73.65 | 60.05 | 64.04 | 60.77 | 73.54
0.2 [ 6573 | 76.92 | 70.02 | 68.53 | 70.79 | 69.78 | 62.94 | S0.90 | 72.59
0.4 | 70.31 | 77.06 | 7416 | 74.92 | 69.41 | 7148 | 69.60 | 79.17 | 75.09
06 | 72.36 | 76,51 | 7474 | 73.98 | 7108 | 72.5 | 72.36 | 79.50 | 76.47
0.8 | 80.37 | 73.53 | 76.64 | 75.86 | 68.18 | 7148 | 73.65 | 75.16 | 74.53
§0.37 | 74.07 | 76.86 | TT.19 | 67.97 | 7191 | 7850 | 77.21 | 718

a[lor e,SCJA

=
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able V. Classification results (%) of the proposed approach based on SVM, PCA+SVM,
and KPFCA+SYME" = = = = cop x4y / ¥
SVM PCA+SVM KPCA+SVM

Performances of the approach under each combination are shown in Tables IV and
V. The results on three evaluation criteria, including Acc, are presented. Acc refers
TO\\O‘ e 4 to the average accuracy of the predicted results. Both frue positive pate (TPR) and

- irue negative rate (FNR} indicate the accuracy rate of éach of the two VisCom class
TO\-\O[ < 5 Tébels';’\i.e.ﬂ highd and low?\VisCom, respectively. For all three criteria, a higher value
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Table V. Classification tesults (%} of the proposed gopproach based on RF, PCA+RF, and
KPCA+RFA = 2 z z

52 | RF PCATRF KPCA+RF

[TPR [ TNR | Acc | TPR | TNR | Acc | TPR | TNR | A
0 | 69.23 | 83.53 | 7728 | 68.53 | 7747 | 73.64 | 60.84 | 79.67 | 7138
0.2 | 72.03 | 8146 | 77.26 | 67.13 | 764 | 72.07 | 65.73 | 81.46 | 74.45
0.4 | 7656 | 7941 | T8.19 | 66.20 | 76.07 | 72.19 | 68.75 | BL76 | 76.17
0.6 | 76.42 | 7952 | 78.20 | 69.11 | 76.51 | 73.36 | 70.40 | 82.74 | TTA7
0.8 | B3.33 | 78.43 | B0.62 | 78.07 | 69.28 | 73.08 | 78.07 | 7451 | 76.03
T [ 84.11 | 80.00 | 81.82 | 74.77 | 77.78 | 76.45 | 78.50 | 73.33 | 75.62

100 ﬁ The proposed approach bused on RF
¥ FC
90 || »€ SE
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Fig. 11. The compariscn of the proposed approach (with RF) and other methods on in terms of classification
accuracy,

indicates better performance. Specifically, RF achieved the highest classification accu-
racies under all §/2 values. The proposed approach based on RF was then compared
against the four existing methods, which produced an output score for an input Web
page. First, the scores were linearly transformed into the range [-2, 2], after which the
new scores were transformed into labels in comparison with —§/2 and 4/2. The over-
all micro-accuracy (Acc) values are shown in Figl 11. The item “The proposed approach
based on RF” in FigXll denotes the proposed approach when RF is used as the learning
algorithm.

Based on the results in Tables IV and V, H1 can be checked. H1 states that in VisCom
classification, RF is better than SVM. Under all the values of /2, the Acc values of RF
are higher than those of SVM. To check whether or not the differences are significant,
the Wilcoxon rank sum test was performed. Results of the Wilcoxon rank sum test be-
tween RF and SVM show that the p-value remains at 0.002 (< 0.01). Consequently, H1
is valid and RF outperforms SVM in this domain. Using a similar comparison, we find
that KPCA+RF outperforms PCA+RF, whereas KPCA+SVM outperforms PCA+SVM.
The results further reveal that the original data are no@inearly distributed in the
space. However, KPCA+RF is inferior to RF partially beciuse performing integrated
feature selection and feature reduction may discard a large amount of useful informa-
tion.

Based on the results in Figill, H2 can be checked. H2 states that in VisCom clas-
sification, the proposed approach is better than the existing state-of-the art methods.
Under all the values of §/2, the Acc values of the proposed approach are consistently
higher than those of the other four methods. After performing the Wilcoxon rank sum
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Fig. 12. The variations of classification accuracy (Acc) in terms of the inter-rater reliability.

Table VI. Regression errors of different gcore regression

_Fﬁethodsp‘ P e — -

- Meihods ] RSS5E, |

BRFR 0.7484

PCA+RFR 0.9365

KPCA+RFR 0.9440

SVE 0.9550

POA+SVR 0.9339

RPCATSVR 0.7967

HTCI 1.0132

JPEG 1.1240

SE 1.0952

LXe) 10518

test, results between the proposed approach and each of the other competing methods
show that the p-value remains at 0.002 (< 0.01). Further, the test results indicate that
significant differences in accuracies exist among the various methods. Hence, H2 is
gupported.

Both Tables IV and V provide the results under different values of 6/2. The overall
performances (Acc} of most combinations show an upward trend with increasing §/2.
We calculate the inter-rater reliability of the user ratings for pages with average scores
outside (—5§/2, §/2) using the Fleisg’ kappa measure [Fleiss 1971]. Figure 12 shows
the variations of classification accuracies in terms of inter-rater reliability. A clear
increasing trend can be observed, and the correlation coefficient between accuracy and
inter-rater reliability is 0.896. Therefore, we conclude that the pages whose VisComs
have higher inter-rater reliability are easier to classify using a machine. In our point
of view, the inter-rater reliability partially reflects the subjectivity. The pages that
are more subjective are more difficult to classify using a machine which is based on
objective criteria.

5.3.2. VisCom Scoring. The proposed approach is compared against the four existing
methods in terms of scoring. RFR and SVR with linear kernel, KPCA, and PCA are
applied, which still yields six combinations (i.e.,, RFR, PCA+RFR, KPAC+RFR, SVR,
PCA+SVR, and KPCA+SVR). The parameters are searched in the same way as in Vis-

Com classification. The scores achieved by HCI, JPEG, SE, and FC are linearly trans- -

formed into [-2, 2]. Table VI shows the achieved errors (RSSE,) of different methods.
Based on the abovd results, H3 and H4 can be checked. In Table VI, the proposed

approach based on RFR achieves the lower regression error compared with all the
other methods. The results of the Wilcoxon rank sum test between the proposed ap-
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proach and each of the other competing methog) show that the p-value remains at
0.008 (< 0.01). The test results indicate that RFR is superior to SVR in terms of Vis-
Com scoring. Furthermore, the HCI algorithm is better than the other three existing
algorithms (JPEG, SE, and FC). H4 is partially supported by the results in Table VI.
Since the proposed approach with RFR obtains the lowest error, it is therefore supe-
rior to existing methods. However, when combined with PCA and KPCA, “PCA+RFR”
is inferior to “PCA+SVR”, while “KPCA+RFR” is inferior to “KPCA+SVR.” The partial
reason lies in the fact that performing integrated feature selection and feature reduc-
tion may discard a large amount of useful information. The results of the comparison
are unsurpriging because the proposed approach utilizes both HTML (primarily used
in the HCI method) and visual (primarily used in FC and SE) features, as well as
high-level structural information.

5.3.3. VisCom Distribution Regression. In this experiment®, the performances of the pro-
posed approach with two learning algorithms (NN and SVDR) are compared. For NN,
a three-layer back-propagation neural network is employed. The node number in the
hidden layer is selected from {50, 100, 150, 200, 300, 500}. The parameter C of lin-
ear kernel SVDR is determined from {0.01, 0.1, 1, 10, 20, 50, 100}. KPCA and PCA
are still applied, which yields six combinations (i.e., NN, PCA+NN, KPCA+NN, SVDR,
PCA+SVDR, KPCA+SVDR). Table VII shows the achieved regression errors of the pro-
posed approach under the six combinations, as well as a random assignment strategy,
in terms of RSSE,,.

Table VII. Distribution Legression @rrors of gifferent distribute
gegression rmethods or the pxtractdd jeatur&.2 =

Methods RSSE4,

NN 0.4688

PCA+NN 0.4631
KPCA+NN 0.4610

5VDR 0.2036
PCA+SVDR 0.2735
KPCA+SVDR 0.2495

t~w__ HRandom 0.5857

HS5 gtates that in the VisCom distribution regression, the proposed algorithm SVDR
outperforms several heuristic algorithms that are based on the simple modification
of classical regression methods. The results shown in Table VII support this hypoth-
esis. A lower RSSEy. value indicates better performance, and SVDR achieves the
lowest value. The results of the Wilcoxon rank sum test between the proposed ap-
proach based on SVDR and each of the other competing methods show that the p-value
remains smaller than 0.016 (< 0.05). Thus, we concluded that SVDR has the best
performance. The average RSSE,. values of the SVDR-series (SVDR, PCA+SVDR,
and KPCA+SVDR} are nearly half of those of the NN-series (NN, PCA+NN, and
KPCA+NN).

For a detailed comparison of the six combinations, the residual sum-of-squares er-
rors (RSS5Es) of the three basic ratings (i.e., -1, 0, +1) were calculated. The results
are listed in Table VIIL. For the basic rating “0”, the NN-series (NN, PCA+NN, and
KPCA+NN) outperform the SVDR-series (SVDR, PCA+SVDR, and KPCA+SVDR). For
the other two basic ratings, the SVDR-series obtain better results partially because for
many training pages, VisCom distributions on the basic rating “0” approach zero. The

SBecause the HCI, JPEG, SE, and FC methods output only a single score for each page, they are not com-
pared in this experiment.
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SVDR-series utilize the correlation between basic ratings and prefers predictions that
have rmr@ero values on the basic rating “0”. Thus, the SVDR-series behave worse than
the NN-series on the basic rating “0”. However, SVDR models the relationship between
input and output and all constraints better. In addition, SVDR has better generaliza-
tion capability than NN. Consequently, SVDR achieves better results. We further rede-
fined the function ¥ in{Eq. (19)in Appendix E) by removing (y(1)y(2),...,y(Z-1)y(Z)).
The overall results of SVDR are inferior to the current form, which suggests the su-
periority of the current form of ¥ defined in Eq. (19). The SVDR-series achieves more
flat errors on the three basic labels (“-17, “0”, and “+1”} than the NN-series. As ana-
lyzed earlier, in distribution regression, SVDR considers the relationships among the
quantities of the distribution over different basic ratings. As a result, the output dis-
tributions of SVDR will be flatter than those of NN. -

Table VIIl. Regression grros of different gistribute gegression methods on gach hasic
Lating (-1, 0, +1) on the Bxtracte patures=.L. = = = =

[ Methods [ RSSE.on-1 | RSSE-on-0 | RSSE.on+ |
NN 0.2214 0.0457 0.2017
PCA+NN 0.2236 0.0352 0.2008
KPCA+NN 0.2854 0.0319 0.1437
S5VDR 0.0712 0.1176 0.0148
PCA+SVDR 0.0145 0.2501 0.0089
KPCA+SVDR 0.1419 0.0971 0.0105
Random 0.28156 0.1081 0.2461

Qo

PRVAR §

In VisCom distribution regression, SVDR outperforms NN on extracted features be-
cause the former can model the learning problem better. Although distribution quan-
tification appears to be more suitable in representing VisCom than category and score,
the learning for a distribution regression function is more difficult than that for a clas-
sifier and a score regression function. In the distribution regression experiments, the
performance of NN approaches the random method. Although SVDR achieves better
resulis over NN and the random method, the former requires higher training time
than the latter.

5.4, Discussion and jgature nalysis

The experiments provide several initial qualitative analyies and results for different
learning algorithms (i.e., RF and SVM), different VisCom guantification strategies,
and comparisons with existing algorithms. The results support the hypotheses pre-
sented at the beginning of Section 5. The performance of the extracted features in this
study is better than that of the features in the HCI method, indicating that extracting
more advanced features improves VisCom measurement. For learning algorithms, RF
(RFR) outperforms SVM (SVR) in terms of classification and score regression. In dis-
tribution regression, the proposed algorithm, SVDR, is better than NN. On both the
VisCom classification and scoring, the proposed approach achieves better measure-
ment performance than existing existin® methods.

-.-\ Now the features are analyzed. The features that are more discriminative in VisCom
c;ol«\ca\'@ classification” were determined by applying Fisher’s criterion [Duda et al. 2001] and
ra=3 . the feature selection tool provided by LibSVM? to rank all extracted features according
Ey::r\f\ cfe 8_}

to their discriminative capabilities. Thus, two rank lists are obtained. RF also provides
the feature ordering as output when training, so the rank list is, likewise, considered.

7As most feature evaluation algorithms are designed for classification, our features are also evaluated in
terms of classification,
Bhitp:/fwww.csientu. edu.tw/~cjlin/libsvm
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Table [X. Top 10 grincipal fgatures in VisCom glassiﬁcaﬂon?
[Rank | ~ Teature - |
faz  (JPEG size)

Jfia  (Dormalized JPEG size)

faz {average v value in the texture features)
fos  (average brightness)

fos  (number of informative images)

fao (average J value in the texture features)
fiz  (number of non-leaf nodes of VIPS tree)
fso (brightness variance)

f2s  (page’ width + page’ height)

fs (average font weight)

2| <o 00| <a| | o shaf €of B

As a consequence, three feature rank lists reflecting the features’ discriminative ca-
pability are derived. To get a more appropriate and robust feature ordering, the three
rank lists are fused to a new feature ordering via rank aggregation techniques [Dwork
et al. 2001] which can combine different orderings into a consensus ordering.

The top 10 features of the consensus ordering are the most important features which
are listed in Table IX. The ordering is consistent with the studies and findings in the
human-computeriinteraction (HCI) field. First, JPEG size (normalized JPEG size) is
a factor of primary importance. JPEG is notably used in the measurement of VisCom
solely in the area of humamnpgomputer interaction. Hence, if a limitation is imposed to
use only one factor to indicate the VisComs of Web pages, JPEG size appears to be the
best_choice. Second, the four features (f37, fos, f40, fa0) are directly extracted from the
Webjpage images. The high discriminative capabilities of these features suggest that
transforming a Web page into an image and extracting features using computer vision
techniques are helpful. In faet, previous studies reveal that textures with repetitive
and uniformly oriented patterns were found to be less complex than disorganized pat-
terns [Michailidou et al. 2008]. As such, an entirely black computer gcreen would be
judged to be insignificantly less complex than a screen generated by a random collec-
tion of red, green, and blue pixels [Donderi 2006], Texture (f37 and f4) and brightness
(fzs and f30) do matter for VieCom.

In addition, f30 is among the top 10 crucial factors, which also indicates the useful-
ness of contrast features. Feature fo5, which describes the number of informative im-
ages, can also be observed as very discriminative. This finding is reasonable because
informative images are usually more attractive to users and hence they play an im-
portant role on users’ perception. Feature fi3 represents the number of non-leaf nodes
of the VIPS tree of a Web page. Intuitively, the number of non-leaf nodes partially re-
flects the hierarchical structure of a Web page. Hence, this feature is still reasonably
highly discriminative. Thus, the conclusion of the current study is inconsistent with
those of previous studies in JMichailidou et al.[2008] that support the proposition that
the overall structural layout of a page is the most important factor in predicting user
impressions.

The correlation between features and VisCom scores is also investigated. The top 10
features that are most correlated to VisCom scores are ordered in Table X. The listed
features are generally consistent with those listed in Table IX, especially since five fea-
tures appear in both tables,ied JPEG size (fi3), normalized JPEG size (f4), average
A value (fi0), number of non-leaf nodes of VIPS tree (f13), and number of informative
images { f25). All features in Table X are negatively correlated to the VisCom scores. Al-
ternatively, a larger value of the features in Table X denotes a higher VisCom, which
is consistent with the definitions of these features. The feature that is most positively
correlated to VisCom is the average brightness (f23), which is also consistent with the
observations on the six sample Web pages as shown in FigIIO. The sample pages with
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Table X. Top 10 ,Egost g_prrelated Eatures to VisCom _‘acores?‘
{ Rank | Feature ’ i

1 faz  {(JPEG size

2 fic  (average § value)

3 fia  (normalized JPEG size)

4 Ffiz  (number of layers of VIPS tree)

5 Fiz  (number of non-leaf nodes of VIPS tree
[ fi1  (number of leaf nodes of VIPS tree)

7 Ffio  (number of background colors)

8 fos  (number of informative images)

9 faz  (average A variance)

10 f21 (number of text leaf nodes of VIPS tree)

low VisComs are brighter than others. The average brightness feature (fag) is selected
as being among the top 10 important features in classification, because it is the most
important feature to Web pages in the high-VieCom category. Six structural features
{(f11, fiz, fi3, fa1, fos) are among the top 10 most correlated features to VisCom score,
indicating the importance of structural information in determining the VisCom scores
of Web pages.

6. CONCLUSIONS

This mgpéh initially investigated VisCom measurement for Web pages by integrating
studies from the areas of HCI, Web mining, computer vision, and machine learning.
Motivated by existing HCI studies (mainly from the ViCRAM [Michailidou et al. 2008]
project) on VisCom, a number of features have been extracted to represent a Web page
based on Web mining and computer vision techniques. These features describe a wide
range of visual cues in a Web page, including text, images, structure, color, bright-
ness, texture, and so on. The top 10 important features in VisCom classification are
investigated, and the findings are consistent with existing HCI studies [Donderi 2006;
Michailidou et al. 2008]. Moreover, this study also discovered the importance of sev-
eral features (e.g., brightness variance and texture) that have not been used in pre-
vious VisCom measurement, Brightness variance and texture partially characterize
diversity and density, respectively. According to the studies of VisCRAM, these are pri-
mary factors that affect VisCom. Half of the top 10 most correlated features to VisCom
scores are the structural features from the VIPS trees. These findings indicate that
the utilization of Web mining and computer vision techniques to extract the important
features is helpful.

As another contribution, the present work discusses the subjective property of Vis-
Com. The user rating results in our study show that there are often larger disagree-
ments among the raters. Given that subjectivity should not be ignored in VisCom re-
search, an attempt has been made to apply user rating distribution to quantify VisCom
and capture subjectivity better than existing categorical or score representations. Two
learning algorithms have been introduced for each of the three quantification strate-
giesaed VisCom classification, scoring, and distribution regression, respectively. The
experimental results indicated that RF outperforms SVM in classification and scoring
partially because of the implicit feature selection of RF.

Compared with state-of-the-art methods used in HCI and image processing fields,
the proposed approach achievef the best performance. However, several limitations in
the current study have been identified. (1) The background data of the participants in
our experiments are not diverse. All of them are Chinese users aged in 20430 and with
good educational background. Therefore, their perceptions are not enough to represent
the perceptions of all users worldwide. As a result, the learned VisCom measurement
model may only be suitable for users with similar background as those of the partic-
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ipants in our experiments. (2} The number of experimental Web pages is insufficient.
From the perspective of machine learning, the training data should be substantially
large in order to train an effective VisCom measuring function for Web pages. Although
over 1000 Web pages have been used in the present work, these are still insufficient
because of the diverse styles of Web pages. (3) The time consumed for the visual fea-
ture extraction is relatively high. Visual features are suggested to be very effective;
unfortunately, the extraction procedure is highly timeiconsuming. In related experi-
ments performed with the present study, the average time required in transforming a
Web page into a Webxpage image is 5.3 in a 3.4 GHz PC with 1GB memory.

S ~———__To-address.the ghovg 11m1tat10n the following future work can be considered. (1)
p (,Iollectmn of a greater quantlt“f eb pages,lﬁlth the development of current Web
eV crawlmg techniques, automatic collection of a large number of Web pages is relatively

easy. To ensure that the collected pages thoroughly represent the Web pages all over
the world, the styles of the collected pages should be as diverse as possible. Thereafter,
the Web page genre classification techniques [Chen and Choi 2008] can be introduced
to monitor the distribution of the different styles of the collected Webh pages. If the
proportion of pages belonging to a specific style ig ocbviously small, it is expected that
pages of that style are more crawled. (2)JHecruit; more users to rate the pages.
The crowdsourcing Internet marketplace Amazon’s Mechanical Turk [Amazon 2005],
Whlclw"ecewzimcreasmg attention in machine learning in recent years, can be used
to obtain labels from users from various background and age groups at a relatively low
eost. With the help of Amazon’s Mechanical Turk, we can collect VisCom rating data
from users worldwide. With sufficient number of rating users, we can construct more
effective VisCom measurement models as well as conduct more interesting VisCom
studies. For example, we can investigate the relationships between VisComs and user
language experiences, and explore distinct “VisCom perception groups” and construect
personalized VisCom measurement models for different groups of users with similar
VisCom perception. (3),.Hwest1gat10n of the subjective nature of VlsCOm:In our point
of view, inter-rater reliability reflects the subjective nature of a Web page. Therefore,
inter-rater reliability may help us analyze the subjectivity of VisCom. Furthermore,
the VisCom of a Web page is subjectively viewed by different users. In other words, for
a specific Web page, the VisCom depends not only on the Web page itself but also on
the users. Therefore, we may consider both the feature of a Web page and the charac-
teristics of the involved user. The combination of these features takes both Web pages
and users into account. So far, previous studies on automatic measurement of human
feelings have not considered this issue. Other possible future work is introduced in
Appendix G.

APPENDIX A: The anarygnﬂ‘erence between model gonstructlon in HCI and machlne
Jearnmg = - o

Tn elassical HCI studies, the primary goal of model (or funection) construction is to

{reveal]the mathematical relationships among the target value (e.g., VisCom) and the

features (e.g., TLC, Word counts) of an cbject. As a byproduct, the constructed models
can he used tothe target value of a new object. In machine learning, the
primary goal of model (or function) construction is tothe target value of a new
ohject. Nevertheless, if the model is an explicit function, the model also Eevea?spthe
relationships among the target values and the features of an object.

Classical HCI focuses on description over prediction, whereas machine learning fo-
cuses on prediction over description. When a set of target values and features of an
object (called training set in machine learning) is constructed, classical HCI attempts
to construct a model that best fits for the target values and features, whereas machine
learning attempts to learn (or construct) a model that has the best generalization capa-
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bility. Therefore, in HCI, conventional regression algorithms are usually introduced to
construct models, whereas in machine learning, numerous learning skills are usually
taken into conventional regression algorithms to improve the model’s generalization
capability.

HCI studies have several advantages: (1) Domain knowledge is deeply analyzed, and
{2) HCI models are usually explicit linear or polynomial function functions, whereas
several machine learning models are implicit functions. Hence, HCI models make it
easier to observe how the target values depend on the key features. The current work
primarily aims to construct a model (function) to predict the VisComs of new Web
pages, so the machine learning approach was employed. Nevertheless, considerable
domain knowledge used in HCI is used to guide feature extraction. In our point of view,
the construction of an effective VisCom measuring function relies on the combination
of HCI, Web mining, computer vision, and machine learning studies.

APPENDIX B: Random forest and iupport uector machine

w—-Random forest m? RF [Breiman 2001] is an ensemble classifier consisting of many
decision trees [Schaik and Ling 1991] such that each tree depends on the values of
a random vector sampled independently and with the same distribution for all trees
in the forest. This technique has several advantages: efficiency, embedding feature
selection, and good generalization capability among others.

Support vector machine{(SVM}: This technique [Vapnik 1998] transforms data from
the criginal space to a high, or infinitexdimensional space and constructs a hyperplane
or set of hyperplanes in the transformed space, which can be used for classification,
regression, or other tasks. It has been widely used in many studies including text clas-
gification, image attractiveness prediction, and so on.

APPENDIX C: The gxperimental Weh pages
For interested readers, the URLs of all the experimental Web pages are available at
the online appendix.

APPENDIX D: A brief [ptroduction of VIPS

The VIPS algofithm tombines the gocument gbject odel (DOM) tree and the visual
cues (e.g., background color, font si%8, font welght, afid so on) of a Web page to deduce
the visual-based content structure of the page. First, the visual block extraction pro-
cess is performed from the root node of the DOM tree to check each DOM node so as to
judge whether it forms a single block or not. If so0, a visual block, which can cover the
node, is extracted; otherwise, the node’s children will be checked in the same manner,
and all the extracted blocks are placed into a pool. Secondlj, visual separators among
adjacent blocks are identified, and the tree structure of the blocks is constructed. Third,
each visual block is checked to verify whether or not it meets the granularity require-
ment; if not, the block will be further partitioned iteratively. Finally, the vision-based
block tree (called VIPS tree) for the Web page is output. The VIPS tree can be repre-
sented by VIPStree = {VB1, VB2, ..., VBn}, where VBi is the top-level visual block.
VBi can also be represented by VBi={VBi_l, VBi_2, ..., VBi.m}, where VBik is the
visual block of VBi. Figure 13 demonstrates a classical Web page segmentation exam-
ple using VIPS from {Cai et al.@OOSb]. Figure 13(a) is a Web page. Figure 13(b) shows
the visual blocks. Figure 13(c) shows the VIPS tree of the page. For each node, VIPS
calculates the degree of goherence (DoC) to measure how coherent it is. Therefore, a
parameter Perifiitted DegFee of Coherence (PDoC) is used in VIPS to control the gran-
ularity (coherence) of the leaf node blocks. Different PDoCs correspond to different
granularity levels of VIPS trees. The larger the PDoC, the finer the VIPS tree.
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Fig. 13. An example of segmentation and the VIPS tree of a Web page.

APPENDIX E: The golution of w in Eq. (13)

= . - . M .
Let V be the feature dimension. Motivated by the definition of ¥ in mult{fslass learning
[Tsochantaridis et al. 2004], in our study, ¥ is defined as fallowSy

V(z,y) = (c @y, y(y(@2), - yEylk +1), -, 9(Z - y(Z)a 19

where e@y((z(L)y(1), - - -, z(@)y(F), - -, z{V)y(Z))} is the tensor product of z and y, which
describes the relationships between input and output, and (y(1)y(2), -, y(k)y(k +
1),---,9(Z — 1)y{ Z)) describes the correlation between adjacent basic ratings. The loss
function in SVDR is the same as in Eq. (11). If P(x,y) denotes the joint distribution,
then the goal of SVDR is to find an optimal w such that the risk

Ry () = / (g, (2))dP{e, v) 20)
XxY

is minimized. With the defined ¥(x,y) and i(y, %), the optimization for SVDR learning
can be summarized as followg}
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1 2 o N

min shwll*+ % g}l &

a.t. ) (21)
Viell,N,& =0 :
V'b € [lsN]’Vy € Y/yz T < w, A‘I’z(y) > 2 l('yv},y)_&;

r \ jr o Q} where AY;(y) = ¥,(z;, v:) — ¥4 (4, ¥), C controls the model complexity”, and &; are slack
AR variables.

/{‘—_? Algorithm 3: Update the working set (W5) for (z;,:) in the t-th iteration
ol £

\ S Ze
< 0@ ™MputTT:, v ), €, Wi..1, working set WS,_1(i).
QOutput: working set (W 5:.(4)).
Steps:
1. Compute § = arg max,cy G(y), where G(y) = l(yi, v)— < wi1, AT {y) >.
2, Compute 1 = max{0, maxyew set,_, () (V) }-

3. ¥ G(Y) » ni + « then WS (i) = WS_1(i) U {y}, else WS:(3) = WSe_a(d).

However, as y is continuous, the constraints for each y; in the optimization problem
are infinite. To handle this problem, for each y;, a small working set of most active
constraints is constructed to replace the infinite constraints. Following the method
proposed by Tsochantarids et al. [Tsochantaridis et 48 2004], the construction of the
working set for the i-th training sample {x;, ¥;) is given by Algorithm 3. The maximum
optimization problem in Algorithm 3 is as follow@

G (*J

max z: wi_1(Z{v — 1) + Qay(0)y(s)+ E We-1(ZV + Qy()y(s + 1) + ||v — vl3

E T | qg
s.t. Z y(s)=1, y(c)>05=1,..,2 >
=1

(22)
This optimization problem can be solved via gquadratic programming. Once the working
sets for each training sample are obtained, the second class of constraints of Egq. (21) _
becomes¥ 7
Vi e [l,N],‘V'y S WS,J,('Z) Do W, Allfi(y) > E(yi,y)—gi. (23)
Then w can be updated by solving the dual form of Eq. (21) using the cutting-plane
algorithm [Franc and Sonnenburg 2008). The entire iteration stops until the working
sets for each sample remain unchanged.
The main steps of SVDR are shown in Algorithm 4.

APPENDIX F: The use of the codes or goftware in the _experlments @
For the VIPS algonthm fﬁe Demd and Dynam1c-11nk library (DLL) are available

at http://www.zjucadeg. cn/dengcat /VIPS/VIPS.html. A print screen of the Demo is
shown in Figﬂltl. Users can input a value of the PDoC in the range of [1,40] and then

press the “VIPS” button to obtain the VIPS tree of the page. Based on the Dynamic- TR

link library of VIPS, the VIPS tree (shown in Fig{;\Q) of a Web page can be obtained. ture,

9C’s value is required to manually set. In practice, its value can be searched via a classical machine learning

experimental trick, namely, croseralidation [CVA]. =
2063
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Mgnm.thm 4: SVDR

Inpat. H:f:l,yl), o Azw,yn)}, € wo, working set WS, (3) = null, ¢ = 1.
Output: The parameter vector w.

Steps:

1. Compute the working set W .5;(¢) for each training sample z; using Algorithm 3. If for all
i € [1, N], WS5(i) == WS;_1(2), return the w; and exit.

2. Replace the constrains in Eq. (21) with the working sets obtained in Step 1.

3. Optimize Fq. (21) using the cutting plane algorithm [Franc and Sonnenburg 2008]. Goto
Step 1.

- VRHAE)
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Fig. 14. A print scree of the Demo of VIPS.

For the RF algorithm, the introduction, codes, and guide are available at http://
wuw.stat.berkeley.edu/~breiman/RandonForests/cc_home.htn. For SVM, more than
one type of software is available online. Among the available softwares, 1ibSVM is one
of the most widely used versions in the literature. The introduction, software and its
guide are available at http://www.csie.ntu.edu.tw/~cjlin/libsvm/. Users'can use
the software to train and test classification or regression models. SVM is one of the
most effective machine learning algorithms in recent years and is commonly used as a
competing algorithm in pattern recognition and machine learning experiments. UJsers
who plan to use LibSVM can refer to the online document at http://www.csie.ntu.
edu.tw/~cjlin/papers/guide/guide.pdf, For SVDR, we implemented it based on the
codes of structural SVM available at svmlight.joachims.org/svm_struct.html. For
BP NN, we can run it directly using the functions provided by the software Matlab.

For the counting of the TLC of a Web page, interested readers gan download the
software of the VICRAM tool according to{Michailideu[2009 254;. For the methods
of SE and FC, the codes can be found at http://Web.mit.edu/rruth/www/clutter.htm
(please refer to the bottom of that Wel}page).

APPENDIX G: Other gossuble future mrk
Some other future Work which may be useful the VisCom measurement is as follows.

(1) Selection of more effective features. A number of features used in this study are
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correlated. From a machine learning perspective, a smaller number of independent
features could be more useful than a large number of correlated features. Combining
more domain knowledge in HCI and feature selection techniques in machine learn-
ing will help us find a more effective feature subset. In addition, the costs of feature
extraction should be considered during feature selection. Some features with high ex-
traction cost can be omitted if they do not significantly affect the measurement per-
formance. Indeed, studies about cost-awareness feature selection for Web page genre
classification [Levering and Cutler 2009] have been conducted. These can help in the
construction of a VisCom measurement model, which finds a balance between time
cost and measurement performance. (2) Introduction of more sophisti achine
learning algorithms. As a machine learning approach, this study pays more attention
to VisCom fabeling and feature extraction than machine learning algorithms. In fact,
many more sophisticated machine learning algorithms can be introduced to derive the
VisCom measurement model. For example, if the number of collected Web pages is
large (e.g., 10000), a participant cannot possibly rate all of the collected Web pages. In
such cases, the participants can rate only a small portion of the collected Web pages,
after which a semjisupervised machine learning algorithm can be used. In addition, an
active learning strategy [Wang and Hua 2011] can also be employed to help users label
more effectively. (3) Construction of application-oriented measuring functions. Measur-
ing functions that caﬁﬁymmmmmmCom of
a Web page have been constructed in this study. In some concrete applications such as
Web search, the orderings, instead of the categories or scores, are of great concern. Un-

der such circumstances, constructing application-oriented VisCom ranking functions
would be useful,
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