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A Case Study of Evaluating Traffic Signal Control
Systems Using Computational Experiments

Fenghua Zhu, Guoxi Li, Zhenjiang Li, Cheng Chen, and Ding Wen

Abstract—A new traffic signal control system (TSCS) evaluation
method that uses computational experiments based on artificial
transportation systems (ATSs) is proposed in this paper. Some
basic ideas of the method are discussed, i.e., generating rea-
sonable travel demand, modeling the influence of environment,
and designing communication interface. Using a 30-day compu-
tational experiment on ATSs, a case study is carried out to evalu-
ate three TSCSs, which are implemented using fixed-time (FT),
queue-based responsive (QBR), and adaptive dynamic program
(ADP) algorithms, respectively. Aside from normal weather, three
types of adverse weather, i.e., rain, wind, and fog, are modeled in
the computational experiment. After analyzing aggregate data and
detailed operating record, reliable evaluation results are obtained
from this case study. Furthermore, several interesting phenomena
are observed in this case study, which have yet to be noticed by
previous work.

Index Terms—Artificial transportation systems (ATSs), commu-
nication interface, computational experiment, evaluation, traffic
signal control system (TSCS).

I. INTRODUCTION

HE traffic signal control system (TSCS) has been widely

applied in the real world, and it plays an important part
in traffic management, particularly in large cities. However,
there is still no effective way to evaluate its performance and
reliability. The main difficulty lies on the ability to reproduce an
authentic transportation environment within the laboratory, as
real-world traffic scenarios are both too huge and too complex
to be described by traditional simulation methods.

Currently, the evaluations of TSCS are mainly carried out
through field operational tests (FoTs). Moor et al. evaluated the
Split Cycle Offset Optimization Technique (SCOOT) in Ana-
heim, CA, through FoTs from 1994 to 1998 [1]. The evaluation
was carried out in 12 scenes, by comparing the traffic flows
before and after SCOOT was installed. In addition to evaluating
in peak and off-peak periods, the experiments before and after
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a National Hockey League hockey game were also conducted
to assess SCOQOT’s capacity to adapt to a sudden change of
traffic flow. The most famous evaluation of TSCS was the
FoTs of Traffic-responsive Urban Control (TUC) performed by
Kosmatopoulos et al. in Europe [2]. The evaluation was carried
out in three traffic networks with quite different traffic and
control infrastructure characteristics: Chania, Greece (23 inter-
sections); Southampton, U.K. (53 intersections); and Munich,
Germany (25 intersections), where TUC was compared with
the respective resident TSCS TASS, SCOOT, and BALANCE.
The main disadvantage of FoTs is that they can only be carried
out after the system is deployed in the field. This means that
problems cannot be identified before the installation; therefore,
it is inevitable that resources are wasted.

Traffic simulation has been considered as one significant
innovation in transportation research and development [3]-[6].
Theoretically, traffic simulation software can be used in the
evaluation much more widely than FoTs. However, traffic
simulation software still faces many challenges, which cause
its applications to be very limited in this area. One challenge
is generating individual travel demand for each person in the
simulation [7]-[9]. Most traffic simulation software use aggre-
gating methods and require historical origin-destination (OD)
data as input. Not only is it very costly to collect OD data in
a wide area, but it is also very difficult—if not impossible—to
transfer OD data to individual travel plans. Another challenge
is modeling transportation systems in various scenarios. The
urban congestion problem is increasingly becoming a major
issue in social, economic, and environmental concerns around
the world, from developed countries to emerging new powers.
All these make the top—down reductionism method of tradi-
tional simulation very ineffective in building up transportation
scenarios [10]. Furthermore, there is still no standard commu-
nication interface between the TSCS and simulation software.
Although much research has been conducted in this area, their
applications are very limited. The main reason is that most
works are based on a private communication protocol and
cannot be reused by others.

Artificial transportation systems (ATSs), which are based
on concepts and methods in artificial societies, upgrade traffic
simulation to a higher level and a wider perspective [11]-[15].
The main idea of ATSs is to obtain a deeper insight of vehicle
movement and traffic evolution by extracting the basic rules
of individual vehicles and local traffic behavior, as well as
observing and analyzing the complex phenomena that emerge
from interaction between individuals. Furthermore, ATSs grow
artificial systems to “‘substitute” for real traffic systems for
use in the laboratory. ATSs aim to explore feasible approaches
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Fig. 1. Evaluating TSCS through experimenting based on an ATS.

to reproduce traffic environments in the laboratory; thus, they
provide us with a new way to evaluate the TSCS.

The emphasis of this paper is to introduce our works in
carrying out one case study of evaluating TSCS using com-
putational experiments on one specific ATS. The rest of this
paper is organized as follows: Section II first gives a brief
introduction of the evaluation method. Then, Section III de-
scribes the communication interface between ATS and TSCS.
More details about the evaluation method are discussed in
Section IV, where one specific evaluation platform is built on
ATS. Computational experiments are carried out in Section V,
and the results are analyzed. Conclusions and future work are
discussed in Section VI.

II. EVALUATION METHOD

Essentially, the proposed evaluation method consists of two
steps: First, construct one specific ATS and then evaluate one
TSCS by directly applying to the virtual traffic environment
provided by the ATS, as shown in Fig. 1. Using this evaluation
method, we get more comprehensive and reliable results be-
cause we are able to design evaluation experiments under vari-
ous traffic scenarios and, if necessary, repeat the experiments
time after time, which is very hard—if not impossible—to
perform using traditional methods.

This evaluation method differs from others in two main
aspects [16]-[18]. First, travel demands in ATSs are generated
from an individual’s activity plan, instead of OD data. After
constructing activity plans for each member of a population,
travel demand can be derived from the fact that consecutive
activities at different locations need to be connected by travel.
This activity-based travel demand generation method fits well
into the paradigm of multiagent simulation and provides us
with a feasible approach to generate individual travel demand.
Second, ATSs use the simple-is-consistent method to model
transportation systems in various environments. As simple-is-
consistent is one basic idea in the evaluation process, we will
explain it more here.

To obtain reliable result, the evaluation needs to be carried
out in various scenarios. In addition to traffic subsystems, the
scenarios will also cover the social and economic aspects,
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Fig. 2. Designing computational experiments based on ATSs.

as transportation is tightly connected with the environment.
From microactivities, such as an individual’s psychology and
driving behavior, to microphenomena, such as travel gross
and travel distribution, all are influenced by environment. The
mechanisms by which the environment influences traffic status
are very complex, and there are still many disputes about
how to model the influences using the top—down reductionism
method [19], [20]. However, for simple objects, such as indi-
vidual vehicle and local traffic behavior, most of the current
conclusions about the influences that they receive from the
environment are consentaneous. Thus, if simple microobjects
and local behavior are modeled using these widely approved
conclusions, the macrocomplex phenomena that emerged are
also expected to be understandable and agreeable. The idea for
modeling transportation system can be abstracted as simple-is-
consistent and has been widely used in designing computational
experiments based on ATSs (see Fig. 2). It has been proved that,
using this idea, ATSs cannot only model direct traffic-related
activities but generate their traffic processes from various indi-
rect facilities and activities as well, such as weather, legal, and
social involvements [11]-[14].

For example, it is hard—if not impossible—to generate
transportation scenarios in adverse weather from a macro per-
spective. However, for microobjects, the influences that they
received in adverse weather can be easily measured. For ex-
ample, the influences of adverse weather on one person can be
modeled in two aspects. One aspect is about his experience
and behavior in traveling. As road conditions and visibility
get worse, the performance of vehicles heavily decreases, and
drivers feel depressed. There are more traffic violations, and
the chance of accidents increases as a consequence. In another
aspect, the individual will adjust his travel plans according to
the adverse weather. For example, the individual will try to
reduce unnecessary travel by canceling or postponing shopping
and entertainment activities. Artificial intelligence methods
and computational-intelligence algorithms are effective tools
in modeling one’s decision process during adverse weather.
We have explored this area for a long time, and many exiting
results have been achieved. For example, we have proved that
the mechanisms by which individuals adjust their activities can
be expressed by simple rules.

Artificial transportation scenarios during adverse weather
have been established in our case study, and their effective-
ness in evaluating TSCS has been verified. More details will
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Fig. 3. Communications between TSCS and ATS.

be shown in the case study section of this paper. It should
be pointed out that, although current simulation software,
including TSIS and the PARAllel MICroscopic Traffic Simula-
tor (PARAMICS), can provide interfaces for inputting adverse
weather conditions, their considerations of adverse weather are
limited in the moving process of vehicles, such as decreasing
speed and acceleration, i.e., the adjustments of an individual’s
travel demand in adverse weather are completely neglected.

III. COMMUNICATION INTERFACE

To guarantee the generality of the evaluation method, we
also designed an open interface for the communication between
TSCS and ATS. There are many TSCSs that are quite different
in their implementations, particularly the optimization models
and the execution platforms. The well-designed interface hides
the implementation details of TSCSs and forms the basis for
establishing a standard evaluation platform in the future. Here,
we will briefly analyze the working procedure of one TSCS and
introduce the main ideas of the interface.

The working procedure of the TSCS can be represented by
Fig. 3. TSCS computes the control plan using the optimization
model and sends it to traffic signal controllers, which are
installed at the intersections and regulate traffic by controlling
traffic lamps. At the same time, traffic signal controllers collect
traffic information using various sensors and send them to
the TSCS through communication network. When the TSCS
receives the uploaded real-time information, it will continue
to optimize the control plan using historical data (stored in
database), current data (collected in real time), and future data
(predicted by itself). These steps form a closed loop, and
there are mainly two types of factors that can influence its
operating status. One type includes the uncontrollable random
factors, which are described by experimental conditions, such
as accidents and traffic demands. The other type is composed
of the control plans of TSCS. To keep the fluctuations of
traffic status in a controllable range, TSCS optimizes control
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TABLE 1
SOME FUNCTIONS OF TSCS
Function Input Qutput

Cycle adjusting to v Speed v Cycle time
decrease the maximum v" Occupancy v Splits
saturation level v Volume v Offset
Phase sequence adjusting | v* Volume v Phase sequence
for quicker servicing of v Queue length | v Transition mode
emergency vehicles and v' Preempt
reducing stop and delay signal

v' Extend current
phase or not
v" The time of next

v" Queue length
v Link capacity

Phase time adjusting to
minimization of risk of
over saturation and queue

spill back phase
Provide priority to public v PTV priority v" Green extension
transport vehicles (PTV) v PTV schedule | v Red omit

v" Current v" New phase

signal status

TABLE 1I
WEATHER CONDITIONS IN COMPUTATIONAL EXPERIMENT

Weather Type Level Lasting time
Wo normal - -
. N 5:00-8:00,
Wi Rainy 1 (Precipitation=5mm) 18-00-20-00
. e 5:00-8:00,
W Rainy 2 (Precipitation=15mm) 18:00-20:00
. C 5:00-8:00,
W3 Rainy 3 (Precipitation=40mm) 18-:00-20:00
Wy Windy 1 (Force=2m/s) 5:00-24:00
Ws Windy 2 (Force=6m/s) 5:00-24:00
We Windy 3(Force=10m/s) 5:00-24:00
Wy Foggy 1 (visibility is 300m) 6:00-10:00
Ws Foggy 2 (visibility is 200m) 6:00-10:00
Wy Foggy 3 (visibility is 100m) 6:00-10:00

plans continuously and, whenever necessary, sends the results
to signal controllers to update the current operating parameters.

Functional decomposition is the first step in designing uni-
versal interfaces. Many optimization models have been pro-
posed by different vendors. Examples of the models include
the hierarchical model in SCOOT, REALBANDS in The
Real-Time Hierarchical Optimized Distributed Effective Sys-
tem (ROHDES), rolling horizon in Optimization Policies for
Adaptive Control (OPAC), etc. Although the internals of these
models are very different, they all have similar input/output
parameters and can be divided into small standard functions.
Some examples of the functions are listed in Table I.

Communication protocol is another problem in designing the
interface. Web services are preferred over other middleware
technologies for reasons of interoperability and portability. We
have defined the web service interfaces for all the functions in
Table II using the Simple Object Access Protocol (SOAP) [21]
and integrated them into ATSs. Based on the communication
interface, distributed evaluation architecture has been imple-
mented. Generally, the architecture is composed of three parts,
i.e., ATS (the service requestor), TSCS (the service provider),
and the service registry. TSCS advertises its services in a
service registry. ATS finds a suitable service from the service
registry and subsequently interacts with the associated TSCS.
This architecture brings us great convenience in evaluation as
TSCSs that have been developed on any platform and deployed
anywhere on the Internet can be easily accessed.



ZHU et al.: EVALUATING TSCSs USING COMPUTATIONAL EXPERIMENT

Nowan wenzw
%‘Il nERN
L2 2

4
>

-

Fig. 4. Zhongguancun area in Beijing, China.

Using the universal communication interface, real TSCS,
instead of virtual systems, can be integrated during the eval-
uation process. It can not only extend the application scope
but can also improve the reliability of the evaluation result.
Although many models that include emulation for actuated
signals and basic signal coordination have been implemented,
some types of advanced signal control may be difficult or
impossible to implement. Furthermore, the problems that could
not be foreseen during the design of the system but would
otherwise become evident during the first field implementation
cannot be identified using only virtual systems [22], [23]. All
these can be resolved by evaluating the real system. The process
is also called hardware-in-the-loop evaluation, which can help
us bridge the gap between the evaluated system and the real
system.

IV. EVALUATION ENVIRONMENT

To verify the practicability and effectiveness of this eval-
uation method, we have built one evaluation platform in
our laboratory. The platform is based on one specific ATS
that is established to model the transportation system of the
Zhongguanchun area in Beijing, China (see Fig. 4). The activity
places that were modeled in this ATS include 40 residential
areas, 74 office buildings, 47 restaurants, 12 schools, seven hos-
pitals, 27 shopping centers, 11 leisure centers, and eight sports
centers. The road network in this area, which is composed of
four expressways, three arterials, and two secondary arterials,
is represented using 97 nodes and 224 links. According to the
census statistics of this area, more than 200 000 individuals are
modeled in this specific ATS. As we described before, while
plenty of simple individuals interact with each other in this
platform, macrocomplex phenomena can naturally emerge.

In this environment, we have evaluated three TSCSs, which
are implemented using three control algorithms, respectively.

FT Algorithm: Fixed-time (FT) control, which is the most
well-known algorithm, is usually used as a reference model in
the evaluation. In our implementation, one day is first divided
into several intervals, among which 6:30-9:00 and 17:00-19:00
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are peak periods, and the other intervals are off-peak periods.
Then, cycle time and splits, which are kept fixed in each
interval, can be computed using historical traffic data according
to the following two equations:

1.5L+5
STy (1)
g; = X?Jy (c—1I) @)

where y; = ¢.;/S; is the maximum ratio of volume to capacity
in phase i, L is the lost time in one cycle, c is the cycle time,
and g; is the effective green time of phase j.

OBR Algorithm: Queue-based responsive (QBR) and the
flowing adaptive dynamic program (ADP) are all hierarchical
algorithms, which are implemented using a multilevel structure.
For the sake of clarity, we will use a two-level structure as an
example. The control center software locates at the top level and
optimizes the cycle times of all the controllers in the network
according to some indices (such as the degree of saturation).
Traffic controllers are located at the bottom level and adjust the
phase times responding to real-time traffic flow.

Consider an intersection with m incoming directions and a
®-phase light. The controller finds the optimal solution to the
problem characterized by the following cost function:

To+T

min max q?k(T)
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where the first term represents the number of vehicles waiting
in the queues to be minimized, whereas the second term forces
an equalization among all the queue lengths.

ADP Algorithm: ADP is one of the most advanced traffic
control algorithms and provides a feasible and effective way
to achieve optimal control performance based on traditional or
intelligent control methods. It combines the theories of dynamic
programming and neural networks, trying to solve the curse of
dimensionality in dynamic programming problems using the
approximating characteristic of neural networks [24], [25].

Fig. 5 shows a schematic diagram for implementations of
ADP. The inputs to the action network are traffic states x(t),
which are the queue length in our implementation. The action
network outputs a control variable u(t), such as stopping or ex-
tending current phases. The inputs to the critic network are x(t)
and u(t). ADP uses the critic network’s output to estimate the
discounted cost-to-go J(t). During the training process, ADP
tries to decrease the critic network’s training errors to zero,
so that the critic network will accurately evaluate the action
network’s optimal traffic control performance. To achieve better
convergence of the neural networks, v (0 < v < 1), which is a
discount factor for infinite-horizon problems, and 7(¢), which
is a reward or reinforcement signal for w(¢), must be carefully
selected.
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TABLE 1II
DISTRIBUTION OF WEATHER CONDITIONS IN RANDOM DAYS

1 2 3 4 5 6 7 8 9 10
Wo Wo Wi Wg Wo W5 W; Wo Ws Wy
11 12 13 14 15 16 17 18 19 20
Wg W; W; W3 Wy Wg Wg W4 Weg W;
21 22 23 24 25 26 27 28 29 30
Wo Wi Wg Wo Wy Ws W3 Wz Wo Wy

=ECE0|=0

V. COMPUTATIONAL EXPERIMENTS AND RESULT

In this case study, a 30-day computational experiment is
designed on ATS to model different weather conditions. In
addition to normal condition, three types of adverse weather,
i.e., rain, wind, and fog, are implemented. Every adverse
weather condition is further divided into three levels, which
are light (Level 1), medium (level 2), and heavy (level 3). All
these weather levels are very typical in Beijing, and each of
them is implemented in a computational experiment using one
representative quantitative measurement, as shown in Table II.
As mentioned in Section II, these weather conditions do not
directly affect traffic flow, speed, and traffic demand. Instead,
they influence the individual’s behavior in two ways. Traffic
flow, speed, and traffic demand are the macrophenomena that
have emerged naturally.

In the process of designing computational experiments, many
principles of traditional experiment were adopted to facilitate
the analysis of experimental result. For example, each weather
experiment is repeated three times, as replication is one effec-
tive method to alleviate the influence of random errors. All
weather are distributed in 30 days using randomization (see
Table III), which is another basic principle of experiment
design.

Three algorithms that are introduced in Section IV are eval-
uated using the 30-day computational experiment on the ATS.
All these experiments are carried out on a normal personal com-
puter, which is equipped with Intel Core 2 4400 at 2.00 GHz and
second-generation double-data-rate memory. Because the ATS
simulated the detailed traveling process of each individual in
computational experiments, extensive evaluation indices can be
generated. In reality, the average speed is the most important
indicator to represent traffic congestion status and is widely
used in urban traffic control and management. We will also use
it here to demonstrate the analysis process.

The result is shown in Fig. 6, where each point represents
one day’s result. In this figure, the = and y coordinates are the

IEEE TRANSACTIONS ON INTELLIGENT TRANSPORTATION SYSTEMS, VOL. 12, NO. 4, DECEMBER 2011

40 T T T T

B + QBR
L v FT ||
= N o O ADP
B o
B/E % .
* Oy &
IS 7 vﬁ N o i
z g
a V%
£ ¥r V wu+ a8 y
o v * B
8 3L v + i
&% % st O
) +
s 28F o E
2 +
<
26+ o g
v "o
uf o g
*
% 7
2+ - E
20 1 1 1 1
500 1000 1500 2000 2500 3000
Vehicles
Fig. 6. Average speed versus average vehicles in the network.
TABLE IV
ANALYSIS OF VARIANCE (ANOVA)
Source SS DF MS F Prob>F
Algorithms ~ 263.70 2 131.85 8.03 6.32¢-04
Error 1429.00 87 16.425
Total 1692.70 89

average vehicle number in the network and the average speed of
all vehicles in one day, respectively. We can see from this figure
that the average vehicle number and average speed are quite
different in different days, i.e., traffic conditions dramatically
change under various weather conditions. No matter how traffic
conditions vary, the performance of ADP always remains better
than FT and QBR. However, if we only consider QBR and FT,
their performances are very close, and the differences can be
neglected when the number of vehicles is more than 1500.

Table IV presents the analysis of variance of the data in
Fig. 6. We can see from this table that the differences of
algorithms are statistically significant, i.e., we can reject the
hypothesis Hy : AVer = AVger = AVapp at a confidence
level of 0.99. Based on Table IV, we can further compare the
performances of any two algorithms using interval estimations.
At a confidence level of 0.95, the estimation results are

AVQBR - AVFT :1.534 £ 1.026
AVADP - AVQBR :2.612 +1.026

AVADP - AVFT 1 4.146 + 1.026.

Because the second and third intervals do not contain zero and
are all on the right side of zero, the performance of ADP is
better than QBR and FT, which also confirms the conclusions
drawn from Fig. 6.

In addition to generating aggregate data for statistical analy-
sis, the ATS simulated the whole traveling process of each
individual in computational experiments. Fig. 7 shows the
operating record of the 23rd day, which is in normal weather
and the best case for the ADP algorithm. From this figure, we
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Fig. 7. Operating record of the 23th day (best case).

can see that, although the performance of ADP is superior to
QBR and FT most of the time, there are also some intervals
where ADP is not the best. One interval is around 9 A.M., which
is the end of morning peak, when traffic conditions change
from saturation to free flow. This phenomenon is caused by
the logging character of ADP. Because ADP needs some time
to learn new parameters, the adjustment of its parameters may
log behind real-time traffic status when traffic conditions are
changing sharply. Some statistics of the samples on this day
are listed at the bottom of Fig. 7, and they give us quantitative
comparisons of the three algorithm’s performances on this day.
For example, compared with QBR and FT, the mean of average
speed on this day when using the ADP algorithm is improved
by 7.6% and 12%, respectively. It should be noted that the
sample standard deviation of ADP is biggest among the three
algorithms, which means that there are more fluctuations in
traffic flow when ADP is deployed.

Fig. 8 shows another operating record of the 14th day, which
is in heavy rain and is the worst case for the ADP algorithm.
Compared with normal weather, the traffic condition signifi-
cantly deteriorates on this day, particularly during peak hours.
This phenomenon is consistent with our experience that heavy
rain during peak hours usually causes serious congestion. The
performance of ADP is still better than the other two algorithms
most of the time, but their differences are not very obvious,
and there are more intervals where ADP’s performance is not
the best. It seems ADP does not work very well when serious
congestion occurs. To the authors’ knowledge, there is no report
about this phenomenon, which may be one topic for our future
research. Statistics of the samples are also listed at the bottom
of Fig. 8. Although ADP still has the biggest mean value
among three algorithms, it may not be the best choice as its
standard deviation (std) is much greater than that of the other
two algorithms.
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VI. CONCLUSION

The main difficulty of evaluating TSCS lies in the ability
to reproduce an authentic transportation environment within
the laboratory, as traffic scenarios are both too huge and too
complex to be described by traditional simulation methods.
ATS aims to explore feasible approaches to reproducing traffic
environments in the laboratory; thus, it provides us with a new
road to evaluate TSCS. In addition to discussing some basic
ideas of evaluating TSCS using computational experiments
based on ATS, we have introduced the evaluation’s platform
and illustrated the evaluation method using a case study. Three
algorithms, i.e., FT, QBR, and ADP, are evaluated in this case
study using one 30-day computational experiment. In addition
to normal weather, three types of adverse weather, i.e., rain,
wind, and fog, are modeled in random days. After analyzing
aggregate data and the detailed operating record, which are both
generated by computational experiment, reliable evaluation
results are obtained from this case study. Furthermore, several
interesting phenomena are observed in the evaluation, which
have not been noticed by others’ work.

The work presented in this paper is the first step in our plan
to set up the evaluation theory and method using computational
experiments based on ATS. Future work involves designing and
carrying out abundant computational experiments in various en-
vironments, such as other adverse weather conditions and eco-
nomic activity conditions, as well as setting up the evaluation
index system for TSCS by combining tradeoff comprehensive
metrics.
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