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Adaptive Dynamic Programming for Finite-Horizon
Optimal Control of Discrete-Time Nonlinear

Systems with ε-Error Bound
Fei-Yue Wang, Fellow, IEEE, Ning Jin, Student Member, IEEE, Derong Liu, Fellow, IEEE, and Qinglai Wei

Abstract— In this paper, we study the finite-horizon optimal
control problem for discrete-time nonlinear systems using the
adaptive dynamic programming (ADP) approach. The idea is to
use an iterative ADP algorithm to obtain the optimal control
law which makes the performance index function close to the
greatest lower bound of all performance indices within an
ε-error bound. The optimal number of control steps can also
be obtained by the proposed ADP algorithms. A convergence
analysis of the proposed ADP algorithms in terms of performance
index function and control policy is made. In order to facilitate
the implementation of the iterative ADP algorithms, neural
networks are used for approximating the performance index
function, computing the optimal control policy, and modeling the
nonlinear system. Finally, two simulation examples are employed
to illustrate the applicability of the proposed method.

Index Terms— Adaptive critic designs, adaptive dynamic pro-
gramming, approximate dynamic programming, learning control,
neural control, neural dynamic programming, optimal control,
reinforcement learning.

I. INTRODUCTION

THE optimal control problem of nonlinear systems has
always been the key focus of control fields in the past sev-

eral decades [1]–[15]. Traditional optimal control approaches
are mostly implemented in infinite time horizon [2], [5],
[9], [11], [13], [16], [17]. However, most real-world systems
need to be effectively controlled within finite time horizon
(finite-horizon for brief), such as stabilized or tracked to a
desired trajectory in a finite duration of time. The design of
finite-horizon optimal controllers faces a major obstacle in
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comparison to the infinite horizon one. An infinite horizon
optimal controller generally obtains an asymptotic result for
the controlled systems [9], [11]. That is, the system will not
be stabilized or tracked until the time reaches infinity, while
for finite-horizon optimal control problems the system must be
stabilized or tracked to a desired trajectory in a finite duration
of time [1], [8], [12], [14], [15]. Furthermore, in the case
of discrete-time systems, the determination of the number of
optimal control steps is necessary for finite-horizon optimal
control problems, while for the infinite horizon optimal control
problems the number of optimal control steps is infinity in
general. The finite-horizon control problem has been addressed
by many researchers [18]–[23]. But most of the existing
methods consider only the stability problems of systems under
finite-horizon controllers [18], [20], [22], [23]. Due to the lack
of methodology and the fact that the number of control steps is
difficult to determine, the optimal controller design of finite-
horizon problems still presents a major challenge to control
engineers. This motivates our present research.

As is known, dynamic programming is very useful in
solving optimal control problems. However, due to the “curse
of dimensionality” [24], it is often computationally untenable
to run dynamic programming to obtain the optimal solu-
tion. The adaptive/approximate dynamic programming (ADP)
algorithms were proposed in [25] and [26] as a way to
solve optimal control problems forward in time. There are
several synonyms used for ADP including “adaptive critic
designs” [27]–[29], “adaptive dynamic programming” [30]–
[32], “approximate dynamic programming” [26], [33]–[35],
“neural dynamic programming” [36], “neuro-dynamic pro-
gramming” [37], and “reinforcement learning” [38]. In recent
years, ADP and related research have gained much attention
from researchers [27], [28], [31], [33]–[36], [39]–[57]. In
[29] and [26], ADP approaches were classified into several
main schemes: heuristic dynamic programming (HDP), action-
dependent HDP, also known as Q-learning [58], dual heuris-
tic dynamic programming (DHP), ADDHP, globalized DHP
(GDHP), and ADGDHP.

Saridis and Wang [10], [52], [59] studied the optimal
control problem for a class of nonlinear stochastic systems
and presented the corresponding Hamilton-Jacobi-Bellman
(HJB) equation for stochastic control problems. Al-Tamimi
et al. [27] proposed a greedy HDP iteration algorithm to
solve the discrete-time HJB (DTHJB) equation of the optimal
control problem for discrete-time nonlinear systems. Though
great progress has been made for ADP in the optimal control
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field, most ADP methods are based on infinite horizon,
such as [16], [27], [33], [36], [37], [43]–[45], [53], [56]
and [57]. Only [60] and [61] discussed how to solve the
finite-horizon optimal control problems based on ADP and
backpropagation-through-time algorithms.

In this paper, we will develop a new ADP scheme for finite-
horizon optimal control problems. We will study the optimal
control problems with an ε-error bound using ADP algorithms.
First, the HJB equation for finite-horizon optimal control of
discrete-time systems is derived. In order to solve this HJB
equation, a new iterative ADP algorithm is developed with
convergence and optimality proofs. Second, the difficulties of
obtaining the optimal solution using the iterative ADP algo-
rithm is presented and then the ε-optimal control algorithm
is derived based on the iterative ADP algorithms. Next, it
will be shown that the ε-optimal control algorithm can obtain
suboptimal control solutions within a fixed finite number
of control steps that make the performance index function
converge to its optimal value with an ε-error. Furthermore,
in order to facilitate the implementation of the iterative ADP
algorithms, we use neural networks to obtain the iterative
performance index function and the optimal control policy.
Finally, an ε-optimal state feedback controller is obtained for
finite-horizon optimal control problems.

This paper is organized as follows. In Section II, the
problem statement is presented. In Section III, the iterative
ADP algorithm for finite-horizon optimal control problem is
derived. The convergence property and optimality property are
also proved in this section. In Section IV, the ε-optimal control
algorithm is developed, the properties of the algorithm are also
proved in this section. In Section V, two examples are given to
demonstrate the effectiveness of the proposed control scheme.
Finally, in Section VI, the conclusion is drawn.

II. PROBLEM STATEMENT

In this paper, we will study deterministic discrete-time
systems

xk+1 = F(xk, uk), k = 0, 1, 2, . . . (1)

where xk ∈ R
n is the state and uk ∈ R

m is the control vector.
Let x0 be the initial state. The system function F(xk, uk) is
continuous for ∀ xk, uk and F(0, 0) = 0. Hence, x = 0 is
an equilibrium state of system (1) under the control u = 0.
The performance index function for state x0 under the control
sequence uN−1

0 = (u0, u1, . . . , uN−1) is defined as

J
(
x0, uN−1

0

) =
N−1∑

i=0

U(xi , ui ) (2)

where U is the utility function, U(0, 0) = 0, and U(xi , ui ) ≥ 0
for ∀ xi , ui .

The sequence uN−1
0 defined above is a finite sequence

of controls. Using this sequence of controls, system (1)
gives a trajectory starting from x0: x1 = F(x0, u0), x2 =
F(x1, u1), . . . , xN = F(xN−1, uN−1). We call the number
of elements in the control sequence uN−1

0 the length of
uN−1

0 and denote it as
∣
∣uN−1

0

∣
∣. Then,

∣
∣uN−1

0

∣
∣ = N . The

length of the associated trajectory x N
0 = (x0, x1, . . . , xN )

is N + 1. We denote the final state of the trajectory as
x ( f )

(
x0, uN−1

0

)
, i.e., x ( f )

(
x0, uN−1

0

) = xN . Then, for ∀ k ≥ 0,
the finite control sequence starting at k can be written as
uk+i−1

k = (uk, uk+1, . . . , uk+i−1), where i ≥ 1 is the length
of the control sequence. The final state can be written as
x ( f )

(
xk, uk+i−1

k

) = xk+i .
We note that the performance index function defined in (2)

does not have the term associated with the final state since in
this paper we specify the final state xN = F(xN−1, uN−1) to
be at the origin, i.e., xN = x ( f ) = 0. For the present finite-
horizon optimal control problems, the feedback controller
uk = u(xk) must not only drive the system state to zero
within finite number of time steps but also guarantee the
performance index function (2) to be finite, i.e., uN−1

k =
(u(xk), u(xk+1), . . . , u(xN−1)) must be a finite-horizon admis-
sible control sequence, where N > k is a finite integer.

Definition 2.1: A control sequence uN−1
k is said to be finite-

horizon admissible for a state xk ∈ R
n , if x ( f )

(
xk, uN−1

k

) = 0
and J

(
xk, uN−1

k

)
is finite, where N > k is a finite integer.

A state xk is said to be finite-horizon controllable (control-
lable for brief) if there is a finite-horizon admissible control
sequence associated with this state.

Let uk be an arbitrary finite-horizon admissible control
sequence starting at k and let

Axk =
{

uk : x ( f )
(
xk, uk

) = 0
}

be the set of all finite-horizon admissible control sequences of
xk . Let

A(i)
xk

=
{

uk+i−1
k : x ( f )

(
xk, uk+i−1

k

) = 0,
∣
∣uk+i−1

k

∣
∣ = i

}

be the set of all finite-horizon admissible control sequences of
xk with length i . Then, Axk = ∪1≤i<∞A(i)

xk
. By this notation,

a state xk is controllable if and only if Axk �= ∅.
For any given system state xk , the objective of the present

finite-horizon optimal control problem is to find a finite-
horizon admissible control sequence uN−1

k ∈ A(N−k)
xk

⊆
Axk to minimize the performance index J

(
xk, uN−1

k

)
. The

control sequence uN−1
k has finite length. However, before it is

determined, we do not know its length, which means that the
length of the control sequence

∣
∣uN−1

k

∣
∣ = N −k is unspecified.

This kind of optimal control problems has been called finite-
horizon problems with unspecified terminal time [1] (but in
the present case, with fixed terminal state x ( f ) = 0).

Define the optimal performance index function as

J ∗(xk) = inf
uk

{
J (xk, uk) : uk ∈ Axk

}
. (3)

Then, according to Bellman’s principle of optimality [24],
J ∗(xk) satisfies the DTHJB equation

J ∗(xk) = min
uk

{
U(xk, uk) + J ∗(F(xk, uk))

}
. (4)

Now, define the law of optimal control sequence starting
at k by

u∗(xk) = arg inf
uk

{
J (xk, uk) : uk ∈ Axk

}

and define the law of optimal control vector by

u∗(xk) = arg min
uk

{
U(xk, uk) + J ∗(F(xk, uk))

}
.
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In other words, u∗(xk) = u∗
k and u∗(xk) = u∗

k . Hence, we
have

J ∗(xk) = U
(
xk, u∗

k

) + J ∗ (
F

(
xk, u∗

k

))
.

III. PROPERTIES OF THE ITERATIVE ADP ALGORITHM

In this section, a new iterative ADP algorithm is developed
to obtain the finite-horizon optimal controller for nonlinear
systems. The goal of the present iterative ADP algorithm is
to construct an optimal control policy u∗(xk), k = 0, 1, . . .,
which drives the system from an arbitrary initial state x0 to the
singularity 0 within finite time, and simultaneously minimizes
the performance index function. Convergence proofs will also
be given to show that the performance index function will
indeed converge to the optimum.

A. Derivation

We first consider the case where, for any state xk , there
exists a control vector uk such that F(xk, uk) = 0, i.e., we
can control the state of system (1) to zero in one step from
any initial state. For the case where F(xk, uk) = 0 does not
hold, we will discuss and solve the problem later in this paper.

In the iterative ADP algorithm, the performance index
function and control policy are updated by recursive iterations,
with the iteration index number i increasing from 0 and with
the initial performance index function V0(x) = 0 for ∀ x ∈ R

n .
The performance index function for i = 1 is computed as

V1(xk) = min
uk

{U(xk, uk) + V0(F(xk, uk))}
s.t. F(xk, uk) = 0

= min
uk

U(xk, uk) s.t. F(xk, uk) = 0

= U(xk, u∗
k(xk)) (5)

where V0(F(xk, uk)) = 0 and F(xk, u∗
k(xk)) = 0. The control

vector v1(xk) for i = 1 is chosen as v1(xk) = u∗
k(xk).

Therefore, (5) can also be written as

V1(xk) = min
uk

U(xk, uk) s.t. F(xk, uk) = 0

= U(xk, v1(xk)) (6)

where

v1(xk) = arg min
uk

U(xk, uk) s.t. F(xk, uk) = 0. (7)

For i = 2, 3, 4, . . ., the iterative ADP algorithm will be
implemented as follows:

Vi (xk) = min
uk

{U(xk, uk) + Vi−1(F(xk, uk))}

= U(xk, vi (xk)) + Vi−1(F(xk, vi (xk))) (8)

where

vi (xk) = arg min
uk

{U(xk, uk) + Vi−1(xk+1)}
= arg min

uk
{U(xk, uk) + Vi−1(F(xk, uk))} . (9)

Equations (6)–(9) form the iterative ADP algorithm.

Remark 3.1: Equations (6)–(9) in the iterative ADP
algorithm are similar to the HJB equation (4), but they are
not the same. There are at least two obvious differences.

1) For any finite time k, if xk is the state at k, then the opti-
mal performance index function in HJB (4) is unique, i.e.,
J ∗(xk), while in the iteration ADP equation (6)–(9), the
performance index function is different for each iteration
index i , i.e., Vi (xk) �= Vj (xk) for ∀ i �= j, in general.

2) For any finite time k, if xk is the state at k, then the opti-
mal control law obtained by HJB (4) possesses the unique
optimal control expression, i.e., u∗

k = u∗(xk), while
the control law solved by the iterative ADP algorithm
(6)–(9) is different from each other for each iteration
index i , i.e., vi (xk) �= v j (xk) for ∀i �= j, in general.

Remark 3.2: According to (2) and (8), we have

Vi+1(xk) = min
uk+i

k

{
J
(
xk, uk+i

k

) : uk+i
k ∈ A(i+1)

xk

}
. (10)

Since

Vi+1(xk) = min
uk

{U(xk, uk) + Vi (xk+1)}

= min
uk

{
U(xk, uk) + min

uk+1

{
U(xk+1, uk+1)

+ min
uk+2

{
U(xk+2, uk+2) + · · ·

+ min
uk+i−1

{U(xk+i−1, uk+i−1)

+ V1(xk+i )} · · · }
}}

where

V1(xk+i ) = min
uk+i

U(xk+i , uk+i )

s.t. F(xk+i , uk+i ) = 0

we obtain

Vi+1(xk) = min
uk+i

k

{U(xk, uk) + U(xk+1, uk+1)

+ · · · + U(xk+i , uk+i )}
s.t. F(xk+i , uk+i ) = 0

= min
uk+i

k

{
J
(
xk, uk+i

k

) : uk+i
k ∈ A(i+1)

xk

}
.

Using the notation in (9), we can also write

Vi+1(xk) =
i∑

j=0

U
(
xk+ j , vi+1− j (xk+ j )

)
. (11)

B. Properties

In the above, we can see that the performance index function
J ∗(xk) solved by HJB equation (4) is replaced by a sequence
of iterative performance index functions Vi (xk) and the opti-
mal control law u∗(xk) is replaced by a sequence of iterative
control law vi (xk), where i ≥ 1 is the index of iteration. We
can prove that J ∗(xk) defined in (3) is the limit of Vi (xk) as
i → ∞.

Theorem 3.1: Let xk be an arbitrary state vector. Suppose
that A(1)

xk
�= ∅. Then, the performance index function Vi (xk)
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obtained by (6)–(9) is a monotonically nonincreasing sequence
for ∀ i ≥ 1, i.e., Vi+1(xk) ≤ Vi (xk) for ∀ i ≥ 1.

Proof: We prove this by mathematical induction. First,
we let i = 1. Then, we have V1(xk) given as in (6) and the
finite-horizon admissible control sequence is ûk

k = (v1(xk)).
Next, we show that there exists a finite-horizon admissible

control sequence ûk+1
k with length 2 such that J

(
xk, ûk+1

k

) =
V1(xk). The trajectory starting from xk under the control of
ûk

k = (v1(xk)) is xk+1 = F(xk, v1(xk)) = 0. Then, we
create a new control sequence ûk+1

k by adding a 0 to the
end of sequence ûk

k to obtain the control sequence ûk+1
k =(

ûk
k, 0

)
. Obviously,

∣
∣ûk+1

k

∣
∣ = 2. The state trajectory under

the control of ûk+1
k is xk+1 = F(xk, v1(xk)) = 0 and

xk+2 = F(xk+1, ûk+1), where ûk+1 = 0. Since xk+1 = 0 and
F(0, 0) = 0, we have xk+2 = 0. So, ûk+1

k is a finite-horizon
admissible control sequence. Furthermore

J (xk, ûk+1
k ) = U(xk, v1(xk)) + U(xk+1, ûk+1)

= U(xk, v1(xk))

= V1(xk)

since U(xk+1, ûk+1) = U(0, 0) = 0. On the other hand,
according to Remark 3.2, we have

V2(xk) = min
uk+1

k

{
J
(
xk, uk+1

k

) : uk+1
k ∈ A(2)

xk

}
.

Then, we obtain

V2(xk) = min
uk+1

k

{
J
(
xk, uk+1

k

) : uk+1
k ∈ A(2)

xk

}

≤ J
(
xk, ûk+1

k

)

= V1(xk). (12)

Therefore, the theorem holds for i = 1.
Assume that the theorem holds for any i = q , where q > 1.

From (11), we have

Vq(xk) =
q−1∑

j=0

U
(
xk+ j , vq− j (xk+ j )

)
.

The corresponding finite-horizon admissible control
sequence is ûk+q−1

k = {
vq (xk), vq−1(xk+1), . . . , v1(xk+q−1)

}
.

For i = q + 1, we create a control sequence ûk+q
k ={

vq (xk), vq−1(xk+1), . . . , v1(xk+q−1), 0
}

with length q + 1.
Then, the state trajectory under the control of ûk+q

k is xk ,
xk+1 = F(xk, vq (xk)), xk+2 = F(xk+1, vq−1(xk+1)), . . .,
xk+q = F(xk+q−1, v1(xk+q−1)) = 0, xk+q+1 = F(xk+q , 0) =
0. So, ûk+q

k is a finite-horizon admissible control sequence.
The performance index function under this control sequence is

J (xk, ûk+q
k ) = U(xk, vq (xk)) + U(xk+1, vq−1(xk+1))

+· · ·+ U(xk+q−1, v1(xk+q−1)) + U(xk+q , 0)

=
q−1∑

j=0

U
(
xk+ j , vq− j (xk+ j )

)

= Vq(xk)

since U(xk+q , 0) = U(0, 0) = 0.

On the other hand, we have

Vq+1(xk) = min
uk+q

k

{
J
(
xk, uk+q

k

) : uk+q
k ∈ A(q+1)

xk

}
.

Thus, we obtain

Vq+1(xk) = min
uk+q

k

{
J
(
xk, uk+q

k

) : uk+q
k ∈ A(q+1)

xk

}

≤ J
(
xk, ûk+q

k

)

= Vq(xk)

which completes the proof.
From Theorem 3.1, we know that the performance in-

dex function Vi (xk) ≥ 0 is a monotonically nonincreasing
sequence and is bounded below for iteration index i =
1, 2, . . .. Now, we can derive the following theorem.

Theorem 3.2: Let xk be an arbitrary state vector. Define the
performance index function V∞(xk) as the limit of the iterative
function Vi (xk)

V∞(xk) = lim
i→∞ Vi (xk). (13)

Then, we have

V∞(xk) = min
uk

{U(xk, uk) + V∞(xk+1)}.
Proof: Let ηk = η(xk) be any admissible control vector.

According to Theorem 3.1, for ∀ i , we have

V∞(xk) ≤ Vi+1(xk) ≤ U(xk, ηk) + Vi (xk+1).

Let i → ∞, we have

V∞(xk) ≤ U(xk, ηk) + V∞(xk+1)

which is true for ∀ ηk . Therefore

V∞(xk) ≤ min
uk

{U(xk, uk) + V∞(xk+1)}. (14)

Let ε > 0 be an arbitrary positive number. Since Vi (xk) is
nonincreasing for i ≥ 1 and limi→∞ Vi (xk) = V∞(xk), there
exists a positive integer p such that

Vp(xk) − ε ≤ V∞(xk) ≤ Vp(xk).

From (8), we have

Vp(xk) = min
uk

{U(xk, uk) + Vp−1(F(xk, uk))}
= U(xk, v p(xk)) + Vp−1(F(xk, v p(xk))).

Hence,

V∞(xk) ≥ U(xk, v p(xk)) + Vp−1(F(xk, v p(xk))) − ε

≥ U(xk, v p(xk)) + V∞(F(xk, v p(xk))) − ε

≥ min
uk

{U(xk, uk) + V∞(xk+1)} − ε.

Since ε is arbitrary, we have

V∞(xk) ≥ min
uk

{U(xk, uk) + V∞(xk+1)}. (15)

Combining (14) and (15), we prove the theorem.
Next, we will prove that the iterative performance index

function Vi (xk) converges to the optimal performance index
function J ∗(xk) as i → ∞.
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Theorem 3.3: Let V∞(xk) be defined in (13). If the system
state xk is controllable, then we have the performance index
function V∞(xk) equal to the optimal performance index
function J ∗(xk)

lim
i→∞ Vi (xk) = J ∗(xk)

where Vi (xk) is defined in (8).
Proof: According to (3) and (10), we have

J ∗(xk) ≤ min
uk+i−1

k

{
J (xk, uk+i−1

k ) : uk+i−1
k ∈ A(i)

xk

}
= Vi (xk).

Then, let i → ∞, we obtain

J ∗(xk) ≤ V∞(xk). (16)

Next, we show that

V∞(xk) ≤ J ∗(xk). (17)

For any ω > 0, by the definition of J ∗(xk) in (3), there
exists η

k
∈ Axk such that

J (xk, ηk
) ≤ J ∗(xk) + ω. (18)

Suppose that |η
k
| = p. Then η

k
∈ A(p)

xk
. So, by Theorem 3.1

and (10), we have

V∞(xk) ≤ Vp(xk)

= min
uk+p−1

k

{
J (xk, uk+p−1

k ) : uk+p−1
k ∈ A(p)

xk

}

≤ J (xk, ηk
)

≤ J ∗(xk) + ω.

Since ω is chosen arbitrarily, we know that (17) is true.
Therefore, from (16) and (17), we prove the theorem.

We can now present the following corollary.
Corollary 3.1: Let the performance index function Vi (xk)

be defined by (8). If the system state xk is controllable, then the
iterative control law vi (xk) converges to the optimal control
law u∗(xk), i.e., limi→∞ vi (xk) = u∗(xk).

Remark 3.3: Generally speaking, for the finite-horizon opti-
mal control problems, the optimal performance index function
depends not only on state xk but also on the time left (see
[60], [61]). For the finite-horizon optimal control problems
with unspecified terminal time, we have proved that the
iterative performance index functions converge to the optimal
as the iterative index i reaches infinity. Then, the time left
is negligible and we say that the optimal performance index
function V (xk) is only a function of the state xk , which is like
the case of infinite-horizon optimal control problems.

By Theorem 3.3 and Corollary 3.1, we know that if xk

is controllable, then, as i → ∞, the iterative performance
index function Vi (xk) converges to the optimal performance
index function J ∗(xk) and the iterative control law vi (xk) also
converges to the optimal control law u∗(xk). So, it is important
to note that for controllable state xk , the iterative performance
index functions Vi (xk) are well defined for all i under the
iterative control law vi (xk).

Let T 0 = {0}. For i = 1, 2, . . . , define

T i = {xk ∈ R
n| ∃ uk ∈ R

m s.t. F(xk, uk) ∈ T i−1}. (19)

Next, we prove the following theorem.
Theorem 3.4: Let T 0 = {0} and T i be defined in (19).

Then, for i = 0, 1, . . ., we have T i ⊆ T i+1.
Proof: We prove the theorem by mathematical induction.

First, let i = 0. Since T 0 = {0} and F(0, 0) = 0, we know
that 0 ∈ T 1. Hence, T 0 ⊆ T 1.

Next, assume that T i−1 ⊆ T i holds. Now, if xk ∈ T i ,
we have F(xk, ηi−1(xk)) ∈ T i−1 for some ηi−1(xk). Hence,
F(xk, ηi−1(xk)) ∈ T i by the assumption of T i−1 ⊆ T i . So,
xk ∈ T i+1 by (19). Thus, T i ⊆ T i+1, which proves the
theorem.

According to Theorem 3.4, we have

{0} = T 0 ⊆ T 1 ⊆ · · · ⊆ T i−1 ⊆ T i ⊆ · · · .

We can see that by introducing the sets T i , i = 0, 1, . . .,
the state xk can be classified correspondingly. According to
Theorem 3.4, the properties of the ADP algorithm can be
derived in the following theorem.

Theorem 3.5:

1) For any i , xk ∈ T i ⇔ A(i)
xk

�= ∅ ⇔ Vi (xk) is defined at
xk .

2) Let T∞ = ∪∞
i=1T i . Then, xk ∈ T∞ ⇔ Axk �= ∅ ⇔

J ∗(xk) is defined at xk ⇔ xk is controllable.
3) If Vi (xk) is defined at xk , then Vj (xk) is defined at xk

for every j ≥ i .
4) J ∗(xk) is defined at xk if and only if there exists an i

such that Vi (xk) is defined at xk .

IV. ε-OPTIMAL CONTROL ALGORITHM

In the previous section, we proved that the itera-
tive performance index function Vi (xk) converges to the
optimal performance index function J ∗(xk) and J ∗(xk) =
minuk

{J (xk, uk), u ∈ Axk } satisfies the Bellman’s equation
(4) for any controllable state xk ∈ T∞.

To obtain the optimal performance index function J ∗(xk),
a natural strategy is to run the iterative ADP algorithm
(6)–(9) until i → ∞. But unfortunately, it is not practi-
cal to do so. In many cases, we cannot find the equality
J ∗(xk) = Vi (xk) for any finite i . That is, for any admissible
control sequence uk with finite length, the performance index
starting from xk under the control of uk will be larger
than, not equal to, J ∗(xk). On the other hand, by running
the iterative ADP algorithm (6)–(9), we can obtain a con-
trol vector v∞(xk) and then construct a control sequence
u∞(xk) = (v∞(xk), v∞(xk+1), . . . , v∞(xk+i ), . . . ), where
xk+1 = F(xk, v∞(xk)), . . . , xk+i = F(xk+i−1, v∞(xk+i−1)),
. . . . In general, u∞(xk) has infinite length. That is, the
controller v∞(xk) cannot control the state to reach the target
in finite number of steps. To overcome this difficulty, a new
ε-optimal control method using iterative ADP algorithm will
be developed in this section.

A. ε-Optimal Control Method

In this section, we will introduce our method of iterative
ADP with the consideration of the length of control sequences.
For different xk , we will consider different length i for the
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optimal control sequence. For a given error bound ε > 0, the
number i will be chosen so that the error between J ∗(xk) and
Vi (xk) is within the bound.

Let ε > 0 be any small number and xk ∈ T∞ be any
controllable state. Let the performance index function Vi (xk)
be defined by (8) and J ∗(xk) be the optimal performance index
function. According to Theorem 3.3, given ε > 0, there exists
a finite i such that

|Vi(xk) − J ∗(xk)| ≤ ε. (20)

We can now give the following definition.
Definition 4.1: Let xk ∈ T∞ be a controllable state vector.

Let ε > 0 be a small positive number. The approximate length
of optimal control sequence with respect to ε is defined as

Kε(xk) = min{i : |Vi (xk) − J ∗(xk)| ≤ ε}. (21)

Given a small positive number ε, for any state vector xk ,
the number Kε(xk) gives a suitable length of control sequence
for optimal control starting from xk . For xk ∈ T∞, since
lim

i→∞ Vi (xk) = J ∗(xk), we can always find i such that (20)

is satisfied. Therefore, {i : |Vi (xk) − J ∗(xk)| ≤ ε} �= ∅ and
Kε(xk) is well defined.

We can see that an error ε between Vi (xk) and J ∗(xk)
is introduced into the iterative ADP algorithm, which makes
the performance index function Vi (xk) converge within finite
number of iteration steps. In this part, we will show that the
corresponding control is also an effective control that drives
the performance index function to within error bound ε from
its optimal.

From Definition 4.1, we can see that all the states xk that
satisfy (21) can be classified into one set. Motivated by the
definition in (19), we can further classify this set using the
following definition.

Definition 4.2: Let ε be a positive number. Define T (ε)
0 =

{0} and for i = 1, 2, . . . , define

T (ε)
i = {xk ∈ T∞ : Kε(xk) ≤ i}.

Accordingly, when xk ∈ T (ε)
i , to find the optimal control

sequence which has performance index less than or equal to
J ∗(xk) + ε, one only needs to consider the control sequences
uk with length |uk | ≤ i . The sets T (ε)

i have the following
properties.

Theorem 4.1: Let ε > 0 and i = 0, 1, . . . . Then:
1) xk ∈ T (ε)

i if and only if Vi (xk) ≤ J ∗(xk) + ε;
2) T (ε)

i ⊆ T i ;
3) T (ε)

i ⊆ T (ε)
i+1;

4) ∪iT (ε)
i = T∞;

5) If ε > δ > 0, then T (ε)
i ⊇ T (δ)

i .
Proof:

1) Let xk ∈ T (ε)
i . By Definition 4.2, Kε(xk) ≤ i . Let j =

Kε(xk). Then, j ≤ i and by Definition 4.1, |Vj (xk) −
J ∗(xk)| ≤ ε. So, Vj (xk) ≤ J ∗(xk)+ε. By Theorem 3.1,
Vi (xk) ≤ Vj (xk) ≤ J ∗(xk) + ε. On the other hand, if
Vi (xk) ≤ J ∗(xk) + ε, then |Vi(xk) − J ∗(xk)| ≤ ε. So,
Kε(xk) = min{ j : |Vj (xk) − J ∗(xk)| ≤ ε} ≤ i , which
implies that xk ∈ T (ε)

i .

2) If xk ∈ T (ε)
i , Kε(xk) ≤ i and |Vi (xk)− J ∗(xk)| ≤ ε. So,

Vi (xk) is defined at xk . According to Theorem 3.5 1),
we have xk ∈ T i . Hence, T (ε)

i ⊆ T i .
3) If xk ∈ T (ε)

i , Kε(xk) ≤ i < i + 1. So, xk ∈ T (ε)
i+1. Thus,

T (ε)
i ⊆ T (ε)

i+1.

4) Obviously, ∪iT (ε)
i ⊆ T∞ since T (ε)

i are subsets of T∞.
For any xk ∈ T∞, let p = Kε(xk). Then, xk ∈ T (ε)

p .

So, xk ∈ ∪iT (ε)
i . Hence, T∞ ⊆ ∪iT (ε)

i ⊆ T∞, and we
obtain, ∪iT (ε)

i = T∞.
5) If xk ∈ T (δ)

i , Vi (xk) ≤ J ∗(xk) + δ by part 1) of this
theorem. Clearly, Vi (xk) ≤ J ∗(xk)+ε since δ < ε. This
implies that xk ∈ T (ε)

i . Therefore, T (ε)
i ⊇ T (δ)

i .

According to Theorem 4.1 1), T (ε)
i is just the region where

Vi (xk) is close to J ∗(xk) with error less than ε. This region
is a subset of T i according to Theorem 4.1 2). As stated in
Theorem 4.1 3), when i is large, the set T (ε)

i is also large.
That means, when i is large, we have a large region where we
can use Vi (xk) as the approximation of J ∗(xk) under certain
error. On the other hand, we claim that if xk is far away
from the origin, we have to choose a long control sequence
to approximate the optimal control sequence. Theorem 4.1 4)
means that for every controllable state xk ∈ T∞, we can
always find a suitable control sequence with length i to
approximate the optimal control. The size of the set T (ε)

i
depends on the value of ε. A smaller value of ε gives a smaller
set T (ε)

i , which is indicated by Theorem 4.1 5).
Let xk ∈ T∞ be an arbitrary controllable state. If xk ∈ T (ε)

i ,
the iterative performance index function satisfies (20) under
the control vi (xk), we call this control the ε-optimal control
and denote it as μ∗

ε(xk)

μ∗
ε(xk) = vi (xk) = arg min

uk
{U(xk, uk) + Vi−1(F(xk, uk))} .

(22)

We have the following corollary.
Corollary 4.1: Let μ∗

ε(xk) be expressed in (22), which
makes the performance index function satisfy (20) for xk ∈
T (ε)

i . Then, for any x ′
k ∈ T (ε)

i , μ∗
ε(x ′

k) guarantees

|Vi (x ′
k) − J ∗(x ′

k)| ≤ ε. (23)
Proof: The corollary can be proved by contradiction.

Assume that the conclusion is not true. Then, the inequality
(23) is false under the control μ∗

ε(·) for some x ′′
k ∈ T (ε)

i .
As μ∗

ε(xk) makes the performance index function satisfy
(20) for xk ∈ T (ε)

i , we have Kε(xk) ≤ i. Using the ε-optimal
control law μ∗

ε(·) at the state x ′′
k , according to the assumption,

we have |Vi (x ′′
k ) − J ∗(x ′′

k )| > ε. Then, Kε(x ′′
k ) > i and

x ′′
k /∈ T (ε)

i . It is in contradiction with the assumption
x ′′

k ∈ T (ε)
i . Therefore, the assumption is false and (23) holds

for any x ′
k ∈ T (ε)

i .
Remark 4.1: Corollary 4.1 is very important for neural

network implementation of the iterative ADP algorithm. It
shows that we do not need to obtain the optimal control law by
searching the entire subset T (ε)

i . Instead, we can just find one
point of T (ε)

i , i.e., xk ∈ T (ε)
i , to obtain the ε-optimal control
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μ∗
ε(xk) which will be effective for any other state x ′

k ∈ T (ε)
i .

This property not only makes the computational complexity
much reduced but also makes the optimal control law easily
obtained using neural networks.

Theorem 4.2: Let xk ∈ T (ε)
i and let μ∗

ε(xk) be expressed
in (22). Then, F(xk, μ

∗
ε (xk)) ∈ T (ε)

i−1. In other words, if
Kε(xk) = i , then Kε(F(xk, μ

∗
ε(xk))) ≤ i − 1.

Proof: Since xk ∈ T (ε)
i , by Theorem 4.1 1), we know that

Vi (xk) ≤ J ∗(xk) + ε. (24)

According to (8) and (22), we have

Vi (xk) = U(xk, μ
∗
ε(xk)) + Vi−1(F(xk, μ

∗
ε (xk))). (25)

Combining (24) and (25), we have

Vi−1(F(xk, μ
∗
ε(xk))) = Vi (xk) − U(xk, μ

∗
ε(xk))

≤ J ∗(xk) + ε − U(xk, μ
∗
ε(xk)). (26)

On the other hand, we have

J ∗(xk) ≤ U(xk, μ
∗
ε(xk)) + J ∗(F(x, μ∗

ε(xk))). (27)

Putting (27) into (26), we obtain

Vi−1(F(xk, μ
∗
ε(xk))) ≤ J ∗(F(xk, μ

∗
ε(xk))) + ε.

By Theorem 4.1 1), we have

F(xk, μ
∗
ε (xk)) ∈ T (ε)

i−1. (28)

So, if Kε(xk) = i , we know that xk ∈ T (ε)
i and

F(x, μ∗
ε(xk)) ∈ T (ε)

i−1 according to (28). Therefore, we have

Kε(F(xk, μ
∗
ε(xk))) ≤ i − 1

which proves the theorem.
Remark 4.2: From Theorem 4.2, we can see that the pa-

rameter Kε(xk) gives an important property of the finite-
horizon ADP algorithm. It not only gives an optimal condition
of the iteration process, but also gives an optimal number
of control steps for the finite-horizon ADP algorithm. For
example, if |Vi (xk) − J ∗(xk)| ≤ ε for small ε, then we have
Vi (xk) ≈ J ∗(xk). According to Theorem 4.2, we can get
N = k + i , where N is the number of control steps to drive
the system to zero. The whole control sequence uN−1

0 may
not be ε-optimal, but the control sequence uN−1

k is ε-optimal
control sequence. If k = 0, we have N = Kε(x0) = i . Under
this condition, we say that the iteration index Kε(x0) denotes
the number of ε-optimal control steps.

Corollary 4.2: Let μ∗
ε(xk) be expressed in (22), which

makes the performance index function satisfy (20) for xk ∈
T (ε)

i . Then, for any x ′
k ∈ T (ε)

j , where 0 ≤ j ≤ i , μ∗
ε(x ′

k)
guarantees

|Vi(x ′
k) − J ∗(x ′

k)| ≤ ε. (29)

Proof: The proof is similar to Corollary 4.1 and is omitted
here.

Remark 4.3: Corollary 4.2 shows that the ε-optimal control
μ∗

ε(xk) obtained for ∀ xk ∈ T (ε)
i is effective for any state x ′

k ∈
T (ε)

j , where 0 ≤ j ≤ i . This means that for ∀ x ′
k ∈ T (ε)

j ,
0 ≤ j ≤ i , we can use a same ε-optimal control μ∗

ε(x ′
k) to

control the system.

x

x
k
 ∈T

i
(ε)

iT
0

T
1
(ε)

T
2

(ε)

T
i−1

(ε)

T
i
(ε)

Fig. 1. Control process of the controllable sate xk ∈ T (ε)
i using iterative

ADP algorithm.

B. ε-Optimal Control Algorithm

According to Theorem 4.1 3) and Corollary 4.1, the
ε-optimal control μ∗

ε(xk) obtained for an xk ∈ T (ε)
i is effective

for any state x ′
k ∈ T (ε)

i−1 (which is also stated in Corollary 4.2).
That is to say, in order to obtain effective ε-optimal control,
the iterative ADP algorithm only needs to run at some state
xk ∈ T∞. In order to obtain an effective ε-optimal control
law μ∗

ε(xk), we should choose the state xk ∈ T (ε)
i \T (ε)

i−1 for
each i to run the iterative ADP algorithm. The control process
using iterative ADP algorithm is illustrated in Fig. 1.

From the iterative ADP algorithm (6)–(9), we can see that
for any state xk ∈ R

n , there exits a control uk ∈ R
m that drives

the system to zero in one step. In other words, for ∀ xk ∈ R
n ,

there exists a control uk ∈ R
m such that xk+1 = F(xk, uk) = 0

holds. A large class of systems possesses this property, for
example, all linear systems of the type xk+1 = Axk + Buk

when B is invertible and the affine nonlinear systems with
the type xk+1 = f (xk) + g(xk)uk when the inverse of g(xk)
exists. But there are also other classes of systems for which
there does not exist any control uk ∈ R

m that drives the state
to zero in one step for some xk ∈ R

n , i.e., ∃xk ∈ R
n such that

F(xk, uk) = 0 is not possible for ∀ uk ∈ R
m . In the following

part, we will discuss the situation where F(xk, uk) �= 0 for
some xk ∈ R

m .
Since xk is controllable, there exists a finite-horizon ad-

missible control sequence uk+i−1
k = {uk, uk+1, . . . , uk+i−1} ∈

A(i)
xk

that makes x ( f )
(
xk, uk+i−1

k

) = xk+i = 0. Let N = k + i
be the terminal time. Assume that for k + 1, k +
2, . . . , N − 1, the optimal control sequence u(N−1)∗

k+1 =
{u∗

k+1, u∗
k+2, . . . , u∗

N−1} ∈ A(N−k−1)
xk+1

has been deter-
mined. Denote the performance index function for xk+1 as
J
(
xk+1, u(N−1)∗

k+1

) = V0(xk+1). Now, we use the iterative ADP
algorithm to determine the optimal control sequence for the
state xk .
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The performance index function for i = 1 is computed as

V1(xk) = U(xk, v1(xk)) + V0(F(xk, v1(xk))) (30)

where

v1(xk) = arg min
uk

{U(xk, uk) + V0(F(xk, uk))}. (31)

Note that the initial condition used in the above expression
is the performance index function V0, which is obtained
previously for xk+1 and now applied at F(xk, uk). For i =
2, 3, 4, . . ., the iterative ADP algorithm will be implemented
as follows:

Vi (xk) = U(xk, vi (xk)) + Vi−1(F(xk, vi (xk))) (32)

where

vi (xk) = arg min
uk

{U(xk, uk) + Vi−1(F(xk, uk))} . (33)

Theorem 4.3: Let xk be an arbitrary controllable state vec-
tor. Then, the performance index function Vi (xk) obtained
by (30)–(33) is a monotonically nonincreasing sequence for
∀ i ≥ 0, i.e., Vi+1(xk) ≤ Vi (xk) for ∀ i ≥ 0.

Proof: It can easily be proved following the proof of
Theorem 3.1, and the proof is omitted here.

Theorem 4.4: Let the performance index function Vi (xk)
be defined by (32). If the system state xk is controllable, then
the performance index function Vi (xk) obtained by (30)–(33)
converges to the optimal performance index function J ∗(xk)
as i → ∞

lim
i→∞ Vi (xk) = J ∗(xk).

Proof: This theorem can be proved following similar steps
to the proof of Theorem 3.3 and the proof is omitted here.

Remark 4.4: We can see that the iterative ADP algo-
rithm (30)–(33) is an expansion from of the previous one
(6)–(9). So, the properties of the iterative ADP algorithm
(6)–(9) is also effective for the current one (30)–(33). But
there also exist differences. From Theorem 3.1, we can see
that Vi+1(xk) ≤ Vi (xk) for all i ≥ 1, which means that
V1(xk) = max{Vi (xk) : i = 0, 1, . . .}, while Theorem 4.3
shows that Vi+1(xk) ≤ Vi (xk) for all i ≥ 0, which means
that V0(xk) = max{Vi (xk) : i = 0, 1, . . .}. This difference
is caused by the difference of the initial conditions of the
two iterative ADP algorithms. In the previous iterative ADP
algorithm (6)–(9), it begins with the initial performance index
function V0(xk) = 0 since F(xk, uk) = 0 can be solved, while
in the current iterative ADP algorithm (30)–(33), it begins with
the performance index function V0 for the state xk+1 which is
determined previously. This also causes the difference between
the proof of Theorems 3.1 and 3.3 and the corresponding
results in Theorems 4.3 and 4.4. But the difference of the
initial conditions of the iterative performance index function
does not affect the convergence property of the two iterative
ADP algorithms.

For the iterative ADP algorithm, the optimal criterion (20)
is very difficult to verify because the optimal performance
index function J ∗(xk) is unknown in general. So, an equivalent
criterion is established to replace (20).

If |Vi (xk)− J ∗(xk)| ≤ ε holds, we have Vi (xk) ≤ J ∗(xk)+ε
and J ∗(xk) ≤ Vi+1(xk) ≤ Vi (xk). These imply that

0 ≤ Vi (xk) − Vi+1(xk) ≤ ε (34)

or

|Vi (xk) − Vi+1(xk)| ≤ ε.

On the other hand, according to Theorem 4.4, |Vi (xk) −
Vi+1(xk)| → 0 implies that Vi (xk) → J ∗(xk). Therefore, for
any given small ε, if |Vi(xk) − Vi+1(xk)| ≤ ε holds, we have
|Vi (xk) − J ∗(xk)| ≤ ε holds if i is sufficiently large.

We will use (34) as the optimal criterion instead of the
optimal criterion (20).

Let ûK−1
0 = (u0, u1, . . . , uK−1) be an arbitrary finite-

horizon admissible control sequence and the corresponding
state sequence be x̂ K

0 = (x0, x1, . . . , xK ) where xK = 0.
We can see that the initial control sequence ûK−1

0 =
(u0, u1, . . . , uK−1) may not be optimal, which means that
the initial number of control steps K may not be optimal.
So, the iterative ADP algorithm must complete two kinds
of optimization: one is to optimize the number of control
steps; and the other is to optimize the control law. In the
following, we will show how the number of control steps
and the control law are both optimized in the iterative ADP
algorithm simultaneously.

For the state xK−1, we have F(xK−1, uK−1) = 0. Then, we
run the iterative ADP algorithm (6)–(9) at xK−1 as follows.
The performance index function for i = 1 is computed as

V 1
1 (xK−1) = min

uK−1
{U(xK−1, uK−1) + V0(F(xK−1, uK−1))}
s.t. F(xK−1, uK−1) = 0

= U(xK−1, v
1
1(xK−1)) (35)

where

v1
1(xK−1) = arg min

uK−1
U(xK−1, uK−1) (36)

s.t. F(xK−1, uK−1) = 0

and V0(F(xK−1, uK−1)) = 0. The iterative ADP algorithm
will be implemented as follows for i = 2, 3, 4, . . .

V 1
i (xK−1) = U

(
xK−1, v

1
i (xK−1)

)

+ V 1
i−1

(
F

(
xK−1, v

1
i (xK−1)

))
(37)

where

v1
i (xK−1) = arg min

uK−1

{
U(xK−1, uK−1)

+ V 1
i−1 (F(xK−1, uK−1))

}
(38)

until the inequality
∣
∣
∣V 1

l1(xK−1) − V 1
l1+1(xK−1)

∣
∣
∣ ≤ ε (39)

is satisfied for l1 > 0. This means that xK−1 ∈ T (ε)
l1

and the
optimal number of control steps is Kε(xK−1) = l1.

Considering xK−2, we have F(xK−2, uK−2) = xK−1. Put
xK−2 into (39). If

∣
∣
∣V 1

l1
(xK−2) − V 1

l1+1(xK−2)
∣
∣
∣ ≤ ε holds, then
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according to Theorem 4.1 1), we know that xK−2 ∈ T (ε)
l1

.

Otherwise, if xK−2 /∈ T (ε)
l1

, we will run the iterative ADP
algorithm as follows. Using the performance index function
V 1

l1
as the initial condition, we compute for i = 1

V 2
1 (xK−2) = U

(
xK−2, v

2
1(xK−2)

)

+ V 1
l1

(
F

(
xK−2, v

2
1(xK−2)

))
(40)

where

v2
1(xK−2) = arg min

uK−2

{
U xK−2, uK−2)

+ V 1
l1(F(xK−2, uK−2))

}
. (41)

The iterative ADP algorithm will be implemented as follows
for i = 2, 3, 4, . . .

V 2
i (xK−2) = U

(
xK−2, v

2
i (xK−2)

)

+ V 2
i−1

(
F

(
xK−2, v

2
i (xK−2)

))
(42)

where

v2
i (xK−2) = arg min

uK−2

{
U(xK−2, uK−2)

+ V 2
i−1(F(xK−2, uK−2))

}
(43)

until the inequality
∣
∣
∣V 2

l2(xK−2) − V 2
l2+1(xK−2)

∣
∣
∣ ≤ ε (44)

is satisfied for l2 > 0. We can then obtain that xK−2 ∈ T (ε)
l2

and the optimal number of control steps is Kε(xK−2) = l2.
Next, assume that j ≥ 2 and xK− j+1 ∈ T (ε)

l j−1
∣
∣
∣V j−1

l j−1
(xK− j+1) − V j−1

l j−1+1(xK− j+1)
∣
∣
∣ ≤ ε (45)

holds. Considering xK− j , we have F(xK− j , uK− j ) = xK− j+1.
Putting xK− j into (45) and, if

∣
∣∣V j−1

l j−1
(xK− j ) − V j−1

l j−1+1(xK− j )
∣
∣∣ ≤ ε (46)

holds, then we know that xK− j ∈ T (ε)
l j−1

. Otherwise, if xK− j /∈
T (ε)

l j−1
, then we run the iterative ADP algorithm as follows.

Using the performance index function V j−1
l j−1

as the initial
condition, we compute for i = 1

V j
1 (xK− j ) = U

(
xK− j , v

j
1 (xK− j )

)

+ V j−1
l j−1

(
F

(
xK− j , v

j
1 (xK− j )

))
(47)

where

v
j
1 (xK− j ) = arg min

uK− j

{
U(xK− j , uK− j )

+ V j−1
l j−1

(F(xK−j , uK−j ))
}
. (48)

The iterative ADP algorithm will be implemented as follows
for i = 2, 3, 4, . . .

V j
i (xK− j ) = U

(
xK− j , v

j
i (xK− j )

)

+ V j
i−1

(
F

(
xK− j , v

j
i (xK− j )

))
(49)

where

v
j
i (xK− j ) = arg min

uK− j

{
U(xK− j , uK− j )

+ V j
i−1(F(xK− j , uK− j ))

}
(50)

until the inequality
∣
∣∣V j

l j
(xK− j ) − V j

l j +1(xK− j )
∣
∣∣ ≤ ε (51)

is satisfied for l j > 0. We can then obtain that xK− j ∈ T (ε)
l j

and the optimal number of control steps is Kε(xK− j ) = l j .
Finally, considering x0, we have F(x0, u0) = x1. If

∣
∣
∣V K−1

lK−1
(x0) − V K−1

lK−1+1(x0)
∣
∣
∣ ≤ ε

holds, then we know that x0 ∈ T (ε)
lK−1

. Otherwise, if x0 /∈
T (ε)

lK−1
, then we run the iterative ADP algorithm as follows,

Using the performance index function V K−1
lK−1

as the initial
condition, we compute for i = 1

V K
1 (x0) = U

(
x0, v

K
1 (x0)

)
+ V K−1

lK−1

(
F

(
x0, v

K
1 (x0)

))
(52)

where

vK
1 (x0) = arg min

u0

{
U(x0, u0) + V K−1

lK−1
(F(x0, u0))

}
. (53)

The iterative ADP algorithm will be implemented as follows
for i = 2, 3, 4, . . .

V K
i (x0) = U

(
x0, v

K
i (x0)

)
+ V K

i−1

(
F

(
x0, v

K
i (x0)

))
(54)

where

vK
i (x0) = arg min

u0

{
U(x0, u0) + V K

i−1(F(x0, u0))
}

(55)

until the inequality
∣
∣∣V K

lK
(x0) − V K

lK +1(x0)
∣
∣∣ ≤ ε (56)

is satisfied for lK > 0. Therefore, we can obtain that x0 ∈ T (ε)
lK

and the optimal number of control steps is Kε(x0) = lK .
Starting from the initial state x0, the optimal number of

control steps is lK according to our ADP algorithm.
Remark 4.5: For the case where there are some xk ∈ R

n ,
there does not exit a control uk ∈ R

m that drives the system
to zero in one step, and the computational complexity of
the iterative ADP algorithm is much related to the original
finite-horizon admissible control sequence ûK−1

0 . First, we
repeat the iterative ADP algorithm at xK−1, xK−2, . . ., x1,
x0, respectively. It is related to the control steps K of ûK−1

0 .
If K is large, it means that ûK−1

0 takes a large number of
control steps to drive the initial state x0 to zero and then the
number of times needed to repeat the iterative ADP algorithm
will be large. Second, the computational complexity is also
related to the quality of control results of ûK−1

0 . If ûK−1
0 is

close to the optimal control sequence u(N−1)∗
0 , then it will take

less computation to make (51) hold for each j .
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C. Summary of the ε-Optimal Control Algorithm

Now, we summarize the iterative ADP algorithm as follows.
Step 1: Choose an error bound ε and choose randomly an

array of initial states x0.
Step 2: Obtain an initial finite-horizon admissible control

sequence ûK−1
0 = (u0, u1, . . . , uK−1) and obtain the cor-

responding state sequence x̂ K
0 = (x0, x1, . . . , xK ), where

xK = 0.
Step 3: For the state xK−1 with F(xK−1, uK−1) = 0, run

the iterative ADP algorithm (35)–(38) at xK−1 until (39) holds.
Step 4: Record V 1

l1
(xK−1), v1

l1
(xK−1) and Kε(xK−1) = l1.

Step 5: For j = 2, 3, . . . , K , if for xK− j , the inequality
(46) holds, go to Step 7; otherwise, go to Step 6.

Step 6: Using the performance index function V j−1
l j −1 as the

initial condition, run the iterative ADP algorithm (47)–(50)
until (51) is satisfied.

Step 7: If j = K , then we have obtained the optimal
performance index function V ∗(x0) = V K

lK
(x0), the law of the

optimal control sequence u∗(x0) = vK
lK

(x0) and the number of
optimal control steps Kε(x0) = lK ; otherwise, set j = j + 1,
and go to Step 5.

Step 8: Stop.

V. SIMULATION STUDY

To evaluate the performance of our iterative ADP algorithm,
we choose two examples with quadratic utility functions for
numerical experiments.

Example 5.1: Our first example is chosen from [57]. We
consider the following nonlinear system:

xk+1 = f (xk) + g(xk)uk

where xk = [x1k x2k]T and uk = [u1k u2k]T are the state
and control variables, respectively. The system functions are
given as

f (xk) =
[

0.2x1k exp(x2
2k)

0.3x3
2k

]
, g(xk) =

[ −0.2 0
0 −0.2

]
.

The initial state is x0 = [1 −1]T . The performance
index function is in quadratic form with finite-time horizon
expressed as

J
(
x0, uN−1

0

) =
N−1∑

k=0

(
x T

k Qxk + uT
k Ruk

)

where the matrix Q = R = I and I denotes the identity matrix
with suitable dimensions.

The error bound of the iterative ADP is chosen as ε = 10−5.
Neural networks are used to implement the iterative ADP
algorithm and the neural network structure can be seen in
[32] and [57]. The critic network and the action network are
chosen as three-layer backpropagation (BP) neural networks
with the structures of 2–8–1 and 2–8–2, respectively. The
model network is also chosen as a three-layer BP neural
network with the structure of 4–8–2. The critic network is
used to approximate the iterative performance index functions,
which are expressed by (35), (37), (40), (42), (47), (49),
(52), and (54). The action network is used to approximate
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Fig. 2. Simulation results for Example 1. (a) Convergence of performance
index function. (b) ε-optimal control vectors. (c) and (d) Corresponding state
trajectories.

the optimal control laws, which are expressed by (36), (38),
(41), (43), (48), (50), (53), and (55). The training rules of the
neural networks can be seen in [50]. For each iterative step,
the critic network and the action network are trained for 1000
iteration steps using the learning rate of α = 0.05 so that the
neural network training error becomes less than 10−8. Enough
iteration steps should be implemented to guarantee the iterative
performance index functions and the control law to converge
sufficiently. We let the algorithm run for 15 iterative steps to
obtain the optimal performance index function and optimal
control law. The convergence curve of the performance index
function is shown in Fig. 2(a). Then, we apply the optimal
control law to the system for T f = 10 time steps and obtain the
following results. The ε-optimal control trajectories are shown
in Fig. 2(b) and the corresponding state curves are shown in
Fig. 2(c) and (d).

After seven steps of iteration, we have |V6(x0) − V7(x0)| ≤
10−5 = ε. Then, we obtain the optimal number of control
steps Kε(x0) = 6. We can see that after six time steps, the state
variable becomes x6 = [0.912 × 10−6, 0.903 × 10−7]T . The
entire computation process takes about 10 s before satisfactory
results are obtained.

Example 5.2: The second example is chosen from [62] with
some modifications. We consider the following system:

xk+1 = F(xk, uk) = xk + sin
(

0.1x2
k + uk

)
(57)

where xk, uk ∈ R, and k = 0, 1, 2, . . . . The performance
index function is defined as in Example 5.1 with Q =
R = 1. The initial state is x0 = 1.5. Since F(0, 0) = 0,
xk = 0 is an equilibrium state of system (57). But since
(∂ F(xk, uk)/∂xk)(0, 0) = 1, system (57) is marginally stable
at xk = 0 and the equilibrium xk = 0 is not attractive.

We can see that for the fixed initial state x0, there does
not exist a control u0 ∈ R that makes x1 = F(x0, u0) = 0.
The error bound of the iterative ADP algorithm is chosen as
ε = 10−4. The critic network, the action network, and the
model network are chosen as three-layer BP neural networks
with the structures of 1–3–1, 1–3–1, and 2–4–1, respectively.
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Fig. 3. Simulation results for Case 1 of Example 2. (a) Convergence of
performance index function at xk = 0.8. (b) Convergence of performance
index function at xk = 1.5. (c) ε-optimal control trajectory. (d) Corresponding
state trajectory.

According to (57), the control can be expressed by

uk = −0.1x2
k + sin−1(xk+1 − xk) + 2λπ (58)

where λ = 0,±1,±2, . . . .
To show the effectiveness of our algorithm, we choose two

initial finite-horizon admissible control sequences.
Case 1: The control sequence is û1

0 = (−0.225 −
sin−1(0.7), −0.064 − sin−1(0.8)) and the corresponding state
sequence is x̂2

0 = (1.5, 0.8, 0).
For the initial finite-horizon admissible control sequences in

this case, run the iterative ADP algorithm at the states 0.8 and
1.5, respectively. For each iterative step, the critic network and
the action network are trained for 1000 iteration steps using the
learning rate of α = 0.05 so that the neural network training
accuracy of 10−8 is reached. After the algorithm runs for
15 iterative steps, we obtain the performance index function
trajectories shown in Fig. 3(a) and (b), respectively. The
ε-optimal control and state trajectories are shown in Fig. 3(c)
and (d), respectively, for 10 time steps. We obtain Kε(0.8) = 5
and Kε(1.5) = 8.

Case 2: The control sequence is û3
0 = (−0.225 −

sin−1(0.01), 2π −2.2201−sin−1(0.29), −0.144−sin−1(0.5),
−sin−1(0.7)) and the corresponding state sequence is x̂4

0 =
(1.5, 1.49, 1.2, 0.7, 0).

For the initial finite-horizon admissible control sequence
in this case, run the iterative ADP algorithm at the states
0.7, 1.2, and 1.49, respectively. For each iterative step, the
critic network and the action network are also trained for
1000 iteration steps using the learning rate of α = 0.05 so
that the neural network training accuracy of 10−8 is reached.
Then, we obtain the performance index function trajectories
shown in Fig. 4(a)–(c), respectively. We have Kε(0.7) = 4,
Kε(1.2) = 6, and Kε(1.49) = 8.

After 25 steps of iteration, the performance index function
Vi (xk) is convergent sufficiently at xk = 1.49, with V 3

8 (1.49)
as the performance index function. For the state xk = 1.5, we
have |V 3

8 (1.5) − V 3
9 (1.5)| = 0.52424 × 10−7 < ε. Therefore,
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Fig. 4. Simulation results for Case 2 of Example 2. (a) Convergence of
performance index function at xk = 0.7. (b) Convergence of performance
index function at xk = 1.2. (c) Convergence of performance index function
at xk = 1.49. (d) ε-optimal control trajectory and the corresponding state
trajectory.

the optimal performance index function at xk = 1.5 is V 3
8 (1.5),

and thus we have xk = 1.5 ∈ T (ε)
8 and Kε(1.5) = 8.

The whole computation process takes about 20 s and then
satisfactory results are obtained.

Then we apply the optimal control law to the system
for T f = 10 time steps. The ε-optimal control and state
trajectories are shown in Fig. 4(d).

We can see that the ε-optimal control trajectory in Fig. 4(d)
is the same as the one in Fig. 3(c). The corresponding state
trajectory in Fig. 4(d) is the same as the one in Fig. 3(d).
Therefore, the optimal control law is not dependent on the
initial control law. The initial control sequence ûK−1

0 can ar-
bitrarily be chosen as long as it is finite-horizon admissible.

Remark 5.1: If the number of control steps of the initial
admissible control sequence is larger than the number of
control steps of the optimal control sequence, then we will
have some of the states in the initial sequence to possess
the same number of optimal control steps. For example, in
Case 2 of Example 2, we see that the two states x = 1.49 and
x = 1.5 possess the same number of optimal control steps,
i.e., Kε(1.49) = Kε(1.5) = 8. Thus, we say that the control
u = −0.225 − sin−1(0.01) that makes x = 1.5 run to x = 1.49
is an unnecessary control step. After the unnecessary control
steps are identified and removed, the number of control steps
will reduce to the optimal number of control steps, and thus
the initial admissible control sequence does not affect the final
optimal control results.

VI. CONCLUSION

In this paper, we developed an effective iterative ADP
algorithm for finite-horizon ε-optimal control of discrete-time
nonlinear systems. Convergence of the performance index
function for the iterative ADP algorithm was proved, and the
ε-optimal number of control steps could also be obtained.
Neural networks were used to implement the iterative ADP
algorithm. Finally, two simulation examples were given to
illustrate the performance of the proposed algorithm.
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