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With the rapid development of Web 2.0, online reviews
have become extremely valuable sources for mining
customers’ opinions. Fine-grained opinion mining has
attracted more and more attention of both applied and
theoretical research. In this article, the authors study
how to automatically mine product features and opinions
from multiple review sources. Specifically, they propose
an integration strategy to solve the issue. Within the
integration strategy, the authors mine domain knowl-
edge from semistructured reviews and then exploit the
domain knowledge to assist product feature extraction
and sentiment orientation identification from unstruc-
tured reviews. Finally, feature-opinion tuples are gener-
ated. Experimental results on real-world datasets show
that the proposed approach is effective.

Introduction

With the dramatic adoption of Web 2.0, user-generated
content (UGC) such as product reviews, blogs, and Web
forums have become extremely valuable sources for mining
people’s opinions on products and services. In business and
trade, these UGC could greatly affect the decision of con-
sumption. According to a survey, 81% of Internet users have
read online reviews when they want to purchase a product,
and between 73% and 87% users report that online product
reviews had a significant influence on their purchase deci-
sions (Pang & Lee, 2008). Unfortunately, the large number
of reviews makes it difficult for online users to read to make an
informed decision on whether to purchase the product or not.
On the other hand, the large amount of reviews also increases
the difficulty for product manufacturers to keep track of cus-
tomers’ opinions of their products (Miao, Li, & Dai, 2009).
One way to solve the above problem is to mine customers’
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opinions automatically (Hu & Liu, 2004a, 2004b). Because
customers may express their opinions on every attribute or
property of a product, a customer’s negative opinion on
one property of product or service does not mean that the cus-
tomer dislikes everything about the product, and vice-versa.
Traditional sentiment analysis approaches such as document-
level classification and sentence-level analysis are too coarse
to provide deep analysis of product reviews. Consequently,
fine-grained opinion mining is urgently demanded (Hu & Liu,
2004b; Miao, Li, & Dai, 2008a; Popescu & Etzioni, 2005).

Generally speaking, for a given product or service, there
are often two main kinds of reviews on the Web. The first kind
of reviews is written in a semistructured style. Epinions.com
and Cnet.com use this format. The second kind of review is
written in a free format and there is no separation of Pros and
Cons, the reviewer can write freely. Amazon.com uses this
format (Liu, Hu, & Cheng, 2005). For convenience of discus-
sion, we refer to the first one as semistructured reviews and
the second as unstructured reviews. Figures 1 and 2 show a
sample semistructured and unstructured review, respectively.

From Figures 1 and 2, we can see that unstructured reviews
tend to provide more abundant and detailed opinion informa-
tion than semistructured reviews. However, due to the lack of
effective natural language processing techniques, analyzing
unstructured reviews pose significant challenges. In contrast,
semistructured reviews are relatively easy for mining product
features and opinions because semistructured reviews can be
split into small opinion segments, and product features and
opinions are explicit in each segment. In addition, because
opinions are written separately in Pros and Cons, identifying
the sentiment orientation is relatively easier. Unfortunately,
semistructured reviews may not provide enough evidence to
support customers’ opinions. For example, we cannot find
reasons why customers hold positive or negative opinions
from most semistructured reviews. Therefore, integrating the
advantages of multiple review sources may provide efficient
solutions to fine-grained opinion mining.
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FIG. 1. A sample semistructured review.

FIG. 2. A sample unstructured review.

In the field of fine-grained opinion mining (e.g., Hu &
Liu, 2004a; Popescu & Etzioni, 2005), most existing work
has mainly focused on mining product features and opin-
ions from a single review source, and has missed the point
that the issue can be boosted by integrating multiple review
sources. Consequently, it is important to investigate how
to integrate multiple review sources for fine-grained opin-
ion mining. Recently, researchers have started to investigate
whether domain knowledge could help in fine-grained opin-
ion mining. For instance, Carenini, Ng, and Zwart (2005)
exploited user-defined taxonomy of product features as
domain knowledge to extract product features and demon-
strated that domain knowledge can improve the accuracy
and reduce semantic redundancy of crude features. Shi and
Chang (2006) also adopted a hierarchical product feature con-
cept model to extracted product features. Lu and Zhai (2008)
studied how to automatically integrate opinions expressed in
a well-written expert review with various opinions scatter-
ing sources such as blog spaces and forums. However, how
to extract and integrate product features and opinions from
multiple review sources in a systematic manner remains to be
investigated. Our first attempt in using integration strategy to
extract product features and opinions shows promising results
(Miao, Li, & Dai, 2008b). Following this research stream,
we hypothesize that integrating semistructured reviews could
help improve the performance of fine-grained opinion min-
ing. More specifically, we will aim to answer the following
research questions:

1. Can semistructured reviews be incorporated to improve
the performance of fine-grained opinion mining from
unstructured reviews?

2. How do we systematically exploit semistructured reviews
to improve the performance of the fine-grained opinion
mining?

Our investigation is based on an empirical study using
two real-world datasets under different experimental condi-
tions. To answer the first research question, we have built and

compared two kinds of mining algorithms, one with utiliz-
ing semistructured reviews and the other without. To answer
the second question, we propose an integration strategy to
mine product features and opinions from multiple review
sources. Within the integration strategy, we have developed a
systematic approach to obtain and transform semistructured
reviews into domain knowledge, and then exploit the knowl-
edge to assist product feature extraction and opinion polarity
identification from unstructured reviews.

The remainder of the article is organized as follows. In
the next section we review the existing literature on senti-
ment analysis. In the third section, we introduce the basic
terminologies of fine-grained opinion mining. In the fourth
section, we introduce the architecture of the mining system.
In the fifth section, we introduce the proposed approach and
give an example. We have conducted comparative experi-
ments and present the results in the sixth section. Last, we
conclude the article with a summary of our work and future
directions.

Literature Review

Speaking from a broad sense, “opinion mining” and “sen-
timent analysis” denote the same field of study (Pang & Lee,
2008). Due to the different objectives of applications, pre-
vious work tackled the sentiment analysis issue at different
levels of granularity, from document-level sentiment clas-
sification, sentence-level sentiment analysis to fine-grained
opinion mining. In this section, we will review the related
work from three granularities.

Document-Level Sentiment Classification

In the field of document-level sentiment classification,
one assumption is that opinionated document expresses pos-
itive or negative opinions on a single object and the task
of document-level sentiment classification is to determine
whether opinionated document expresses a positive or neg-
ative opinion based on the overall sentiments (Liu, 2009).
Many approaches for document-level sentiment classifica-
tion have been proposed, and they are usually categorized
into supervised and unsupervised learning methods.

For supervised learning methods, Pang, Lee, and
Vaithyanathan (2002) adopted machine learning techniques
to classify movie reviews into positive and negative classes.
Based on experiments, they found that Naïve Bayesian
and Support Vector Machines (SVM) performed well in
document-level sentiment classification when using uni-
grams as learning features. Mullen and Collier (2004) pro-
posed a hybrid model that combined unigram with syntactic
features. They used the SVM classifier and found that supe-
rior performance may be obtained by incorporating topic
information into unigram models. Ng, Dasgupta, and Niaz
Arifin (2006) incorporated linguistic knowledge into their
supervised polarity classification system and their results sug-
gested that bigrams and trigrams as well as manually tagged
polarity information were effective learning features for
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document-level sentiment classification. Gamon (2004) also
demonstrated that linguistic features consistently contributed
to the accuracy in sentiment classification. Supervised meth-
ods are highly dependent upon the size and quality of training
data, which is very costly and time-consuming to obtain. In
addition, supervised methods are subjective to overtraining
(Zhou & Chaovalit, 2008).

Turney (2002) proposed an unsupervised learning
approach, which used PMI-IR (Turney, 2001) to calculate
the sentiment orientation. The algorithm included three steps:
(a) extracting phrases that contain adjectives or adverbs;
(b) estimating the sentiment orientation of each phrase by
point-wise mutual information (PMI)—the sentiment orien-
tation of a phrase is computed based on its association with a
positive or negative reference word such as excellent or poor;
and (c) classifying reviews into positive or negative classes
based on the average sentiment orientation of the phrases.
Zhang, Zeng, Li, Wang, & Zuo (2009) proposed a rule-
based approach on sentiment analysis of Chinese reviews.
Unsupervised methods are efficient and require little training
data, but their performance is generally lower than supervised
methods.

Sentence-Level Sentiment Classification

Sentence-level sentiment analysis contains two subtasks.
One is subjectivity classification: classify a sentence as a
subjective or an objective sentence. The other subtask is
a sentence-level sentiment classification, which determines
the sentiment orientation of a sentence, positive or negative.

Most existing techniques for subjectivity classification are
based on supervised learning. Hatzivassiloglou and Wiebe
(2000) studied different adjective features for predicting sub-
jectivity and found that lexical features such as sentiment
orientation were a good indicator of subjective sentences.
Riloff and Wiebe (2003) proposed a bootstrapping approach
to learn extraction patterns for subjective expressions. Yu
and Hatzivassiloglou (2003) adopted Bayesian classifier to
determine the sentiment orientation of sentences.

For the subtask of sentence-level sentiment classification,
Yu and Hatzivassiloglou (2003) determined the sentiment of
a sentence by calculating the average sentiment orientation
of opinion words in a sentence. The sentiment orientation of
opinion words was calculated based on log-likelihood ratio.
Kim and Hovy (2004) developed a system that used sentiment
words to determine whether a sentence expresses a positive
or negative opinion.

Fine-Grained Opinion Mining

Document-level sentiment classification and sentence-
level sentiment analysis can provide qualitative analysis of
sentiment information, whereas neither document-level nor
sentence-level sentiment analysis can provide deep anal-
ysis of customers’ opinions. Fine-grained opinion mining
includes two subtasks: one is to identify product features that
have been commented on by opinion holders and the other

one is to determine the sentiment orientation of the opinions
on features (Liu, 2009).

In the field of fine-grained opinion mining, many
approaches for extracting product features and opinions have
been proposed. Hu and Liu (2004b) proposed a two-staged
approach: (a) extracting product features using association
rule mining, and then extracting adjectives near product fea-
tures as opinions; and (b) identifying the polarity of opinion
words based on a lexicon. Popescu and Etzioni (2005) used a
“Know ItAll” system to compute a confidential score for each
product feature candidate and filtered some frequent noun
phrases that may not be features and obtained better precision.
Su, Xiang, Wang, Sun, and Yu (2006) studied the prob-
lem of extracting implicit features from customer reviews
and developed a feature-based point-wise mutual informa-
tion algorithm. Utilizing a polarity lexicon, they mapped each
adjective in the lexicon to a set of predefined product features.
Ghani, Probst, Liu, Krema, and Fano (2006) viewed the prod-
uct features extraction problem as a classification problem.
They adopted a semisupervised learning algorithm, which
reduced the need for labeled data. Wang and Wang (2007)
considered the fact that product properties and opinion words
usually co-occur with high frequency in product reviews and
proposed to bootstrap both of them using cross training. Feld-
man, Fresko, Netzer, and Ungar (2007) presented a case
study in extracting information about comparisons. All of the
above studies are based on the structure of language units or
co-occurrence of features and opinions without considering
domain knowledge, which had been proved to be essen-
tial to improve the performance of opinion mining systems
(Bao, Li, Yu, & Cao, 2008; Raymond, Chapmann, Jian, &
Yuefeng, 2009). Carenini et al. (2005) and Shi and Chang
(2006) used user-defined taxonomy of features as domain
knowledge to extract features from unstructured reviews.
However, these user-defined taxonomies are difficult, time-
consuming, and costly to produce, making such approaches
difficult to scale and generalize to deal with rapidly increas-
ing review sources and new products and associated new
features. In this article, we take a different approach to auto-
matically construct domain knowledge through exploiting
semistructured reviews.

Lexicon-based and corpus-based approaches are two dom-
inant methods for sentiment orientation identification (Liu,
2009). Hu and Liu (2004a) manually selected a set of
seed adjectives, whose orientations are known, and then
enlarged the seed set by searching in the WordNet. Zhou and
Chaovalit (2008) developed an ontology-based approach to
identify the sentiment orientation of opinions. Lexicon-based
approaches often highly rely on expert-defined dictionaries
of subjective words. However, subjective words are often
context-dependent. For instance, unpredictable has a posi-
tive orientation in the context of movie plot, while the same
sentiment has a negative orientation in the context of auto-
motive. As such, using a general sentiment lexicon alone
may not provide an effective solution for context-sensitive
opinion mining. Corpus-based approaches rely on syntactic
or co-occurrence patterns as well as an initial seed list of
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subjective words to identify other subjective words and their
orientations in a large corpus. Hatzivassiloglou and McKe-
own (1997) adopted a log-linear regression model to infer
the sentiment orientation of adjectives based on conjunc-
tions. Wilson, Wiebe, and Hwa (2004) exploited subjectivity
and syntax clues to predict the strength of sentiment orienta-
tion under a classification-based formulation. Ding, Liu, and
Yu (2008) proposed a holistic lexicon-based approach for
sentiment orientation identification and found that external
evidences such as context dependent and linguistic conven-
tions and language constructs are good clues for sentiment
orientation identification. Such corpus-based approaches are
able to find domain-specific opinion words and their orien-
tations in limited contexts. Note, however, it is impossible
to develop a comprehensive corpus to cover all possible
subjective words in a general sense.

In this article, we study the problem of fine-grained opin-
ion mining from multiple review sources. Specifically, we
investigate how to obtain domain knowledge from semistruc-
tured reviews and exploit the domain knowledge to assist
fine-grained opinion mining from unstructured reviews.

Terminology Definitions

In this section, we define the basic terminology of fine-
grained opinion mining.

Definition 1: Semistructured Reviews

In semistructured reviews (referring to Figure 1), Pros
and Cons are described separately, and the contents of Pros
and Cons are often short phrases. Short phrases are separated
by commas, periods, semicolons, hyphens, etc. We can view
each semistructured review as a sequence of segments, where
a segment could be a product feature or an opinion word or
feature opinion pairs.

Formally, we denote a semistructured review by
sR = {sg1, sg2, . . . sgm}, where sgi(1 ≤ i ≤ m) is a segment.
Because we can always treat a phrase as a segment, this
definition is quite reasonable.

Definition 2: Unstructured Reviews

Unstructured reviews (referring to Figure 2) are written
in a free format and composed of several sentences. Each
sentence contains product features and opinions and there is
no separation of Pros and Cons.

Similarly, we formally define the unstructured review as
uR = {s1, s2, . . . sn}, where si(1 ≤ i ≤ n) is a sentence. This
assumption is reasonable because a sentence may contain
one or more than one product feature.

We give the definition of feature, explicit feature, implicit
feature, and opinion the same as Ding et al. (2008).

Definition 3: Product Feature

A product contains a set of components and attributes,
and each component may also have its subcomponents. For

example, a digital camera has several components, such as a
battery, a memory card, and a viewfinder. The viewfinder also
has its attributes such as size and resolution. The components
and attributes of products are generally called features.

Definition 4: Explicit Feature

If a feature f appears in the segment of review sR or uR, the
feature is called an explicit feature of a product. For example,
in the segment “the picture is wonderful,” picture is an explicit
feature.

Definition 5: Implicit Feature

If a feature f does not appear in the segment of review
sR or uR, but is implied, the feature is called an implicit
feature of a product. For example, in the segment “it is very
expensive,” price is an implicit feature, and expensive is a
feature indicator.

Definition 6: Opinion Word

An opinion word on a feature f is a subjective word or
phrase that expresses a positive or negative opinion. For
example, the following segment expresses a positive opin-
ion, “the picture quality is excellent,” and in this segment the
opinion word is excellent.

Definition 7: Sentiment Orientation

Sentiment orientation is the polarity of opinion words,
namely positive or negative. For example, the sentiment ori-
entation of the opinion word excellent in the above paragraph
is positive, so we assign “+” to it. Note that sentiment orien-
tation of opinion word is context sensitive, which means that
opinion word may have totally different sentiment polarity
in different circumstances. For example, the opinion word
small is positive in segment “the size of the camera is small”;
however, it is negative in segment “the memory is small.”

Definition 8: Feature-Opinion Tuple

Given a collection of semistructured and unstructured
reviews about a product or service, our goal is to extract and
integrate product features and opinions from multiple reviews
sources and identify the sentiment orientation of opinions.
The mining and integrating results are represented as tuples:

{(f1, nf1 . . . fq, nfq), (o
+
1 . . . o−

p )}, f1 . . . fq ∈ F,

o+
1 . . . o−

p ∈ O

where F is the set of product features and O is the set of
opinion words; fi is the ith feature of a product and nfi

is the frequency of feature fi in the collection of reviews;
oi is the opinion word of feature fi and the superscript of oi

is the sentiment orientation. We use “+” and “−” to represent
the positive and negative polarity, respectively.
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FIG. 3. The design framework of the proposed approach.

System Architecture

In this section, we will introduce the architecture of
the system. The inputs of the system are semistructured
and unstructured reviews, the outputs are product feature-
opinion tuples. In particular the system consists of four parts:
(a) review data server (RDS), (b) domain knowledge min-
ing engine (DKME), (c) unstructured review mining engine
(URME), and (d) feature-opinion tuple generator (FOG).

RDS collects review pages by periodically crawling the
review Web sites such as Epinion.com and Amazon.com.
These review pages are then cleaned to remove HTML tags,
after that, reduplicate reviews are removed and the rest of
the reviews are stored in the semistructured and unstructured
review data server.

DKME extracts product features and opinion words from
semistructured reviews. First, DKME extracts product fea-
tures and opinion words by predefined extraction rules. Then
synonyms are identified and grouped and sentiment orienta-
tions of opinion words are identified. Finally, feature-opinion
tuples are generated and stored in a domain knowledge base.

URME has two inputs, unstructured reviews from RDS
and domain knowledge from the knowledge base. URME
exploits the domain knowledge to assist product feature
extraction and opinion polarity identification.

FOG merges the newly discovered product features and
opinion words from unstructured reviews into a knowledge
base and generates feature-opinion tuples.

An Integration Approach for Fine-Grained Opinion
Mining From Multiple Review Sources

In this section, we present the integration approach for
mining product features and opinions from multiple review
sources. Figure 3 shows the design framework of the pro-
posed approach including two steps: First, we mine product
features and opinions from semistructured reviews and build
a domain knowledge base. Second, we use the domain knowl-
edge to assist product features extraction and opinion polarity
identification.

Domain knowledge mining

In this section, we introduce how to mine domain knowl-
edge from semistructured reviews. Through observation, we
find that semistructured reviews have the following two prop-
erties: First, semistructured reviews consist of subjective
segments and each subjective segment includes explicit prod-
uct features and opinion words. Second, because opinions are
written separately in Pros and Cons, it is easier to identify
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FIG. 4. The structure of domain knowledge base.

the polarity of opinions. With these properties in mind, the
domain knowledge base can be built in three steps.

1. Extracting product features and opinions
2. Propagating product features and opinions
3. Associating product features and opinions

There are many semistructured reviews on the Web such
as Epinion.com and CNet.com; they provide enough material
for constructing our domain knowledge base.

Figure 4 illustrates the structure of our domain knowl-
edge base. From Figure 4, we can see that the knowledge
base includes a feature and opinion layer. The associations
between product features and opinion words are represented
as interlayer links. The feature layer contains product fea-
tures that are distributed in cliques based on their semantic
similarity. Each clique on a feature layer is a complete graph,
and the weight of each link on the feature layer is equal.
For example, image, picture, and photo are synonyms in
the digital camera domain; therefore, they are in the same
clique. The opinion layer contains opinion words and their
sentiment associations. We use [+] and [−] to represent the
positive and negative associations, respectively. The link on
the opinion layer is generated based on feature cliques and
feature-opinion pairs. In particular, given two features in the
same clique, if the associations of the two feature-opinion
pairs are the same, then a positive link is assigned between the
two opinion words. Otherwise a negative link was assigned.
For example, in Figure 4, given a feature clique photo, image,
and picture, and two feature-opinion pairs good image and
bad picture, the associations of the two pairs are different
(feature-opinion pair good image has positive association,
while bad picture has negative association); therefore, the
link between good and bad is negative.

As product features and opinions are explicit in semistruc-
tured reviews, we manually develop some extraction rules to
extract them. Some key extraction rules and corresponding
instances are shown in Table 1. We first use NLProcessor
linguistic parser (http://www.infogistics.com/textanalysis.
html) and Stanford parser (http://nlp.stanford.edu/software/

TABLE 1. Key extraction rules and instances.

Rules POS Tags Instances

N → F NN, NNS Picture
NN → F NN NN Battery life
JN → O F JJ NN(NNS) Poor quality
JNN → O F JJ NN NN Small memory card
JTB → O to F JJ TO VB Difficult to use

Note. F = Product feature; O = opinion word; NN = noun; NNS = noun
plural; JJ = adjective; VB = verb.

lex-parser.shtml) to generate part of speech and dependency
tree for each subjective segment in semi-structured reviews.
These two NLP processing tools can generate part of speech
tags and dependency trees automatically. And then, accord-
ing to the part of speech tags and syntactic chunks, we extract
high-frequency nouns, noun phrases, adjectives, adverbs, and
verbs that match the extraction rules. We manually examine
the results and remove those that are not a product feature
and opinion based on their definitions given in the Termi-
nology Definition section. Finally, product features that have
semantic similarity are grouped in cliques by domain experts.
For example, in the digital camera domain, image, photo, and
picture are grouped together. We also map implicit features
to its actual feature, for example, for implicit features like
expensive, we associate the actual feature price to it. The
sentiment orientations of opinion words are identified based
on Pros or Cons. Note that, if negative words such as NOT,
or NO exist in the segment, we inverse the sentiment orien-
tation of opinion words. We also add some subjective verbs
such as love, recommend, or hate into the opinion layer. Con-
sequently, we obtain product features, opinion words, and
their associations.

To enlarge the coverage of our knowledge base, we need
to propagate product features and opinion words to their syn-
onyms and antonyms. By propagating each product feature
and opinion to their semantically related words, new asso-
ciations can be formed. Figure 4 illustrates an example. In
Figure 4, from the given product feature and opinion pair
good picture, we can propagate picture to its synonym image.
Similarly, we can obtain the synonyms and antonyms of the
opinion word good. Consequently, we can acquire a new
product feature and opinion pairs such as excellent image,
good image, etc.

Obviously, the strengths of association between different
product features and opinion words are different. More-
over, some new feature–opinion pairs generated from the
propagation might contain noise. To reduce the impact of
noise, interlayer links should be assigned different weights
to reflect different confidence. In this research, we use the co-
occurrence frequency of feature–opinion pairs in the entire
review collection as confident weights and assign them to
interlayer links.

Finally, we build the knowledge base including product
features, opinion words, and their relations. This knowledge
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base is used to assist product feature extraction and opinion
polarity identification.

Unstructured Reviews Mining

In this section, we will make use of the domain knowledge
derived from semistructured reviews to assist product features
extraction. Previous work points out that product features in
unstructured reviews have the following three characteristics:
(a) product features are usually nouns and noun phrases such
as battery and picture quality (e.g., Liu, 2009; Popescu &
Etzioni, 2005); (b) product features occur more frequently
than background words in product reviews (e.g., Hu & Liu,
2004a; Liu et al., 2005); (c) product features are similar words
or have a semantic similarity, e.g., image, photo, and picture
refer to the same product feature in the digital camera domain
(e.g., Carenini et al., 2005; Miao et al., 2008b). With these
properties in mind, we developed a hybrid approach to extract
product features from unstructured reviews. Specifically, we
extract high-frequency words and phrases that match extrac-
tion rules and then filter out the feature candidates, which
are not true product features based on our domain knowl-
edge base. In particular, each product feature candidate is
given a confident score that shows how confident the candi-
date is a product feature. The confident score is computed by
linguistic similarities defined below. The unstructured review
mining algorithm is given in Figure 5.

Considering the properties of product features, we adopt
two kinds of similarity metrics, one is semantic similarity and
the other is string similarity.

Semantic similarity. We use WordNet to compute the
semantic similarity between two words. In WordNet, the lex-
ical items are organized according to the part of speech and
sense (Budanitsky & Hirst, 2001; Miller, 1995). Pirro
and Seco (2008) proposed a novel semantic similarity met-
ric. They exploited the notion of intrinsic information content
which quantifies information content values by scrutinizing
how concepts are arranged in an ontological structure. Their
semantic similarity is defined as follows:

semanticSim(ci, cj) = 3IC(msca(ci, cj)) − IC(ci) − IC(cj)

IC(c) = 1 − log(hypo(c)) − 1

log(maxwn)

where maxwn is a constant that indicates the total number of
concepts in the noun taxonomy of WordNet. Function hypo
returns the number of hyponyms of a given concept c and
msca is most specific common abstraction that subsumes both
concepts.

Phrase similarity. As discussed above, we can see that
some product features are phrases; therefore, phrase similar-
ity measure is required. Gal, Modica, Jamil, and Eyal (2005)
proposed a symmetric measure of phrase similarity, in their
measure, the similarity of two phrases is defined as the ratio
between the number of common words in phrases pi and pj

FIG. 5. Unstructured review mining algorithm.

(γcom) and the total number of unique words in phrases pi

and pj (γuni). The measure is defined as follows:

phraseSim(pi, pj) = γcom

γuni

Identifying sentiment orientation

In this section, we will exploit the domain knowledge
derived from semistructured reviews to assist opinion polarity
identification.

There are several public sentiment thesauruses from the
community of linguistics, such as the General Inquirer
(Stone, Dunphy, Smith, & Ogilvie, 1966). Unfortunately,
these public sentiment thesauruses cannot be applied directly
because the sentiment orientation of the opinion word is con-
text sensitive. For example, the opinion word high in the
sentence “the product is of high quality” expresses a pos-
itive sentiment, whereas in the sentence “the price is very
high” indicates negative opinions. As discussed above, the
domain knowledge base not only contains opinion words
and their polarities, but also has product features and feature
opinion associations, which is essential for context sensi-
tive opinion words. We divide the problem into four cases in
accordance with whether product features and opinions can
be found in the domain knowledge base. In Cases 1 and 2,
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FIG. 6. Sentiment orientation identification algorithm.

opinion words can be found in the domain knowledge base,
therefore, the polarity can be identified directly. In Cases 3
and 4 because opinion words are not in the domain knowl-
edge base, the polarity of opinion words can be identified
by using external sentiment lexicons and WordNet. Figure 6
shows the sentiment orientation identification algorithm.

An Example

In this section, we will illustrate the proposed approach by
using digital camera reviews shown in Figures 1 and 2.

Figure 7 shows the part of speech analysis results of the
semistructured review shown in Figure 1. Product features
of semistructured review are photo, use, battery, and mem-
ory, and opinion words are great, easy, small, and stingy.
We can obtain three feature-opinion pairs: {photo, great},
{use, easy}, {memory, stingy}, but feature battery and opin-
ion word small cannot form feature–opinion pairs because
there are no corresponding features or opinion words. For
implicit feature small, we associate actual feature size to it.
For the product feature battery usage, there is no opinion word
because battery usage is in Cons, so we assign battery usage
with opinion word bad. The results are shown in Table 2.

Treating the mining results of semistructured reviews as
domain knowledge, we can exploit the domain knowledge
to assist feature extraction from unstructured reviews. First,

FIG. 7. Part of speech analysis results of the semi-structured review shown
in Figure 1.

TABLE 2. The mining results of semistructured reviews.

Product features Opinion words Orientations

Photo Great Positive
Use Easy Positive
Size Small Positive
Memory Stingy Negative
Battery usage Bad Negative

we extract 11 candidate product features and six adjective
words as candidate opinion words based on POS tags and
syntax structure. In the candidate feature set, size and use
can be easily identified as product features based on domain
knowledge. Candidate feature picture is identified as product
feature by computing the semantic similarity. Using the algo-
rithm in Figure 5, we obtain nine feature opinion pairs. Based
on the domain knowledge and sentiment thesauruses, we can
identify the sentiment orientations of opinion words by algo-
rithm in Figure 6. If there is no opinion word associates with
product feature in a sentence, we assign sentiment orienta-
tion according to the product feature’s context. Specifically,
we do it automatically by considering the conjunctions such
as and, but, either or, and neither nor. For example, in the
sentence “It’s very easy to use, and has fast response from
the shutter,” there is no opinion word associate with product
feature shutter; however, the polarity of opinion words easy
and fast are positive in the sentence, therefore, we can assign
opinion word good to product feature shutter. Table 3 shows
the mining results of unstructured reviews.

Table 4 shows the results of feature-opinion tuples. From
Table 4, we can see that product features photo and picture
denote the same product feature, and they are merged into one
cluster. The frequency of product features is also presented
in Table 4. From the frequency of product features, we can
intuitively know which product feature is most concerned by
customers.

Experiment

In this section, we report an experimental study aimed
at answering the research question: Can semistructured
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reviews be incorporated as domain knowledge to improve
the performance of fine-grained opinion mining?

We first describe two datasets used in our study and then we
give our experiment results to demonstrate the effectiveness

TABLE 3. The mining results of unstructured reviews.

Product features Opinion words Orientations

Size Small Positive
Lens Great Positive
Use Easy Positive
Response Fast Positive
Shutter Good Positive
LCD Good Positive
View Bigger Positive
Mode Good Positive
Picture Better Positive

TABLE 4. The results of feature–opinion tuples.

Product features Opinion words Orientations

Photo [1], picture [1] Great, good Positive
Size [2] Small Positive
Use [2] Easy Positive
Memory [1] Stingy Negative
Len [1] Great Positive
Response [1] Fast Positive
Shutter [1] Good Positive
View [1] Bigger Positive
Mode [1] Good Positive
LCD [1] Good Positive
Battery usage [1] Bad Negative

TABLE 5. Descriptive statistics of the semistructured and unstructured review dataset.

Semistructured reviews Unstructured reviews

Product No. of reviews Average length (words) No. of sentences Average length (words)

Camera 464 8 234 20
Cell phone 480 7 226 17
MP3 player 446 7 275 17
DVD player 410 7 209 16
Movie 480 6 283 17
Music 482 6 244 15

Average 464 8 234 20

TABLE 6. Descriptive statistics of the annotated results of semiunstructured and unstructured review dataset.

Semistructured reviews Unstructured reviews

Product No. of positive reviews No. of negative reviews No. of positive sentences No. of negative sentences

Camera 271 193 184 50
Cell phone 258 222 162 64
MP3 player 296 150 161 114
DVD player 294 116 107 102
Movie 235 245 210 73
Music 242 240 196 48

Average 266 194 170 75

of our integrating strategy for fine-grained opinion mining
from multiple review sources.

Data Preparation and Evaluation Metrics

We conduct our experiments using two datasets. The first
dataset concerns electronic products including digital cam-
eras, cell phones, mp3 players, and DVD players. The second
dataset is on movies and music. Semistructured reviews are
crawled from Epinion.com. The Amazon Web Services APIs
are used to collect unstructured reviews from Amazon.com.
The Amazon standard identification numbers (ASINs), asso-
ciated with the products under study, are fed through the
Amazon Web services API, which returns unstructured
reviews. Some key statistics about the two datasets are shown
in Table 5. Note that there are some duplicate reviews and low
quality reviews in our data set; we built a simple filter to filter
the duplicate reviews and low quality reviews.

Three graduate students with a background in informa-
tion systems were recruited to annotate the reviews contained
in our datasets. All the students were given detailed instruc-
tions about what are product features and opinion words. The
statistics of the annotated results are shown in Table 6.

To verify the degree of agreement among the three annota-
tors, we adopt Fleiss’kappa (Sim & Wright, 2005) to evaluate
the consistency of annotated results. Table 7 summarizes the
kappa values.

From Table 7, we note that for both datasets, the aver-
age kappa scores are 0.85 and 0.76, respectively, which
indicate strong agreements. To construct the final gold stan-
dard, we adopted the following procedure. For reviews that
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TABLE 7. The values of Fleiss’ kappa of semistructured and unstructured
review dataset.

Fleiss’ kappa

Semistructured Unstructured
Product name review dataset review dataset

Camera 0.85 0.78
Cell phone 0.86 0.76
Mp3 player 0.88 0.77
DVD player 0.85 0.76
Movie 0.82 0.74
Music 0.83 0.75

Average 0.85 0.76

have received the same labels or annotations from all three
annotators, we assigned this agreed-upon label. For a small
number of reviews that have received differing assessment
from these three annotators, we had all three annotators go
through these reviews and discuss their assessment with each
other in a face-to-face meeting. We then used their consensual
assessment as the final label. In all cases, these three annota-
tors were able to converge on the label with which everyone
feels comfortable.

Based on the above manually constructed gold stan-
dard, the F -measure is used in our experiments to evalu-
ate the effects of integrating semi-structured reviews. The
F -measure is defined as follows:

F − measure = 2precision × recall

precision + recall

precision = Ra

A
recall = Ra

R

where Ra is the relevant product features which has been
retrieved by the system, R is all relevant product features
about the product in a review, and A is the product features
the system retrieved from a review.

Can semistructured reviews be incorporated as domain
knowledge to improve the performance of product
feature extraction?

To answer this research question, we have built and com-
pared two kinds of mining algorithms, one with utilizing
semistructured reviews and the other without.

Table 8 shows the mining results of semistructured and
unstructured reviews, respectively. From Table 8 we can see
that the F -measure in semistructured reviews is relatively
high in both datasets, which indicates that we can obtain
domain knowledge from semistructured reviews effectively.
As semistructured reviews are too short to provide enough
opinion information for many interesting applications such
as comparative opinion mining and causal relation mining,
mining and integrating more relevant opinion information
from unstructured reviews is crucial.

In Table 8, columns 3 and 4 show the mining results of
unstructured reviews without and with domain knowledge.

TABLE 8. The mining results of semistructured and unstructured
reviews.

F -measure

Unstructured review Unstructured review
Semistructured mining with mining without

Product review mining domain knowledge domain knowledge

Camera 0.892 0.861 0.826
Cell phone 0.906 0.887 0.841
MP3 player 0.922 0.888 0.814
DVD player 0.936 0.881 0.858
Movie 0.952 0.865 0.766
Music 0.939 0.863 0.815

Average 0.925 0.874 0.820

TABLE 9. p-Values for pairwise t-test on F -measure of entertainment and
electronic product domain.

Product name p-Value

Camera <0.01
Cell phone <0.01
MP3 player <0.01
DVD player <0.01
Movie <0.01
Music <0.01

Note. p-Values significant at corrected threshold 0.01.

We can see that when incorporating domain knowledge, the
average F -measure can be improved by 7.4% and 4.5% in
entertainment and electronic product domain, respectively.
The improvement of the F -measure is likely attributable to
the domain knowledge, which is derived from semistructured
reviews.

To validate whether the improvement is significant, we
adopt pair-wise t-tests on the F -measure. Table 9 shows the
p-values of the pair-wise t tests on the F−measure. For all
t-tests, only p-values less than 0.01 are considered signifi-
cant. From Table 9, we can see that p-values of two datasets
are all less than 0.01, therefore the improvement is signifi-
cant. We confirm that the improvement of the F−measure is
due to incorporating semistructured reviews and we believe
that it will achieve better results if we incorporate enough
high-quality semistructured reviews to the system.

Can semistructured reviews be incorporated as domain
knowledge to improve the performance of sentiment
orientation identification?

To evaluate the effectiveness of the knowledge base on
opinion polarity identification, we adopt two lexicon-based
approaches as baselines. For the first baseline, we use a public
sentiment lexicon General Inquirer (Stone et al., 1966), which
contains 1,915 positive words and 2291 negative words. For
the second baseline, we first select some subjective adjec-
tives with explicit orientations as a seed set and then enlarge
the seed set by searching the synonyms and antonym from
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TABLE 10. Results of sentiment classification of entertainment and electronic product domain.

F -measure

Product General Inquirer based approach WordNet-based approach The proposed approach

Camera 0.818 0.888 0.897
Cell phone 0.869 0.849 0.888
MP3 player 0.720 0.766 0.866
DVD player 0.686 0.705 0.874
Movie 0.764 0.852 0.90
Music 0.791 0.884 0.915

Average 0.775 0.824 0.890

WordNet. Finally, we use the enlarged adjective set to identify
the sentimental orientation of opinions.

Table 10 shows the results of sentiment identification of
entertainment and electronic product domain respectively.
From Table 10 we can see that our knowledge-based approach
outperforms the baselines in all products. Through analyzing
the results, we find that the baselines fail to recognize some
domain sensitive opinion words, whereas our approach can
identify the polarity of these opinions because product feature
information is considered in our approach.

From the above analysis, it is evident that semistructured
reviews can be incorporated as domain knowledge to improve
the performance of sentiment orientation identification.

The preliminary experimental results show that our pro-
posed approach is effective in fine-grained opinion mining;
however, there are still some mistakes in product feature
extraction and sentiment orientation identification. Through
careful analysis, we find that errors in product feature and
opinion extraction are due to complex and unusual sentence
structure and ambiguous pronouns. For example, our mod-
els fail to recognize “it” in the sentence “it’s so worth it!.”
Therefore, resolutions on pronoun are needed. In addition,
the part of speech tagger and dependency parser failed to
label some weird expressions. Errors in sentiment orienta-
tion identification are due to the limited coverage of the
domain knowledge base. We fail to recognize some cases
when idiomatic or vague expressions were used to express
opinions. For example, in the sentence “It cost me an arm and
a leg,” our sentiment lexicon cannot identify the sentiment
orientations correctly. We need to enlarge our domain knowl-
edge base with some idioms. Moreover, we find that some
subjective verbs, such as recommend and love are important
indicators to sentiment identification.

Conclusion and Future Directions

In this study, we investigate how to mine product features
and opinions from multiple review sources and propose an
integration strategy. The intuition of this strategy is to com-
bine the advantages of both semistructured and unstructured
reviews. Within this strategy, we first extract product fea-
tures and opinions from semistructured reviews and build
domain knowledge base, and then we exploit the domain

knowledge to boost up the mining process of unstructured
reviews. Finally, feature-opinion tuples are generated. Exper-
imental results on two real-world datasets show promising
results and demonstrate semistructured reviews can be incor-
porated as domain knowledge to improve the performance
of fine-grained opinion mining from unstructured reviews.
We believe that this study is just the first step in integrating
multiple review sources and much more work is needed to
further explore the issue. In future research, we plan to use
more sophisticated natural language processing techniques
such as anaphora resolution to the mining process. We also
plan to address the problem of integrating customer reviews
with other free-form evaluative texts such as blog articles and
communities.
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