
828 IEEE TRANSACTIONS ON SYSTEMS, MAN, AND CYBERNETICS—PART A: SYSTEMS AND HUMANS, VOL. 41, NO. 5, SEPTEMBER 2011

Special Issue Papers and Technical Correspondence
Mining Evolutionary Topic Patterns in Community

Question Answering Systems

Zhongfeng Zhang, Qiudan Li, and Daniel Zeng

Abstract—Community Question Answering (CQA) is becoming a
popular Web 2.0 application. By analyzing evolutionary topic patterns
from CQA applications, one can gain insights into user interests and user
responses to external events. This paper proposes a novel evolutionary
topic pattern mining approach. This approach consists of three compo-
nents: 1) extraction of the topics being discussed through a temporal
analysis; 2) discovery of topic evolutions and construction of evolutionary
graphs of extracted topics; and 3) life cycle modeling of the extracted
topics. We show empirically the effectiveness of our approach using two
real-world data sets.

Index Terms—Community Question Answering (CQA), evolutionary
topic patterns, life cycle.

I. INTRODUCTION

Community question answering (CQA) has become a novel social
media platform where users can ask and answer questions on any topic
of interest. On a CQA site, e.g., Yahoo! Answers and Baidu Zhidao,
users post specific questions and other users may help answer them.
Both questions and answers are stored in a searchable format for future
uses.

In CQA, the set of the questions and related answers about a given
topic can be viewed as a text stream with time stamps. Considering
the temporal dimension of questioning and answering is essential
for an in-depth understanding of the topic under discussion, and can
help track topic evolution and dissemination. In the meanwhile, by
examining the question–answer pairs posted, one can gain an overview
of the topic evolution, and better understand community user behavior
and interests.

In this paper, we study the problem of evolutionary topic pat-
tern (ETP) discovery in CQA. We propose a three-step approach:
1) extracting question topics from CQA question–answer pairs through
a temporal approach; 2) discovering topic transitions and constructing
the corresponding evolutionary graphs; 3) modeling topic “strength”
over time and analyzing life cycles of the extracted topics. The
proposed ETP mining approach is unique in that it focuses on the
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topic level representation and abstraction of questions and answers,
as opposed to individual questions or users as studied in the previous
work. This approach also provides a higher-level view of group-
based discussions, enabling better understanding of community user
behavior. We have empirically evaluated the proposed approach using
two real-world CQA data sets, one on Infectious Disease and the
other on Economics. The results show that our approach can discover
interesting ETPs.

II. RELATED WORK

CQA research has become popular very recently. As the quality
of the submitted questions and answers varies widely, researchers
proposed content quality measures [1]. Jurczyk and Agichtein [2]
analyzed link structures in CQA to detect authoritative users. These
previous studies have mainly focused on individual users or con-
tents at the individual question or answer level. In this paper, we
instead focus on a macro perspective to analyze the topics and their
evolution.

Recently, ETP discovery has drawn a lot of attention. The key idea
is to cluster documents into different topics and track the changes
in these topics over time. Das et al. [12] presented a differential
evolution-based strategy for automatic clustering of large real-word
data sets. Carvalho et al. [13] studied the dynamic clustering of
interval-valued data based on adaptive quadratic distances. Mei and
Zhai [3] proposed probabilistic approaches to mine evolutionary theme
patterns automatically. In their work, the pLSA model was used to
model documents as expressing several themes, and K-L divergence
was used to measure theme cohesion over time. Their work was
extended to analyze spatiotemporal theme patterns from weblogs in
[5], by considering locations of blog authors.

Wang et al. [6] presented a non-Markov continuous time model
based on the Latent Dirichlet Allocation (LDA) model, in which each
topic is associated with a continuous distribution over time stamps.
While the time stamps were treated as observations of latent topics,
the topic mixture proportions of each document were assumed to
be dependent on previous topic mixture proportions [7]. Yang et al.
proposed an event evolution pattern discovery technique from news
corpora [11]. More recently, Liu et al. [4] proposed a sentence-level
probabilistic model for discovering evolutionary theme patterns, in
which themes are represented as lists of named entities. Our work
reported in this paper follows in general this stream of research.
We have chosen the LDA model for temporal topic extraction since
this model has been shown to deliver good performance in related
text analysis tasks. The widely-used cosine similarity measure [12]
is used to explore the evolutionary relationships among temporal
topics.

III. EVOLUTIONARY TOPIC PATTERN DISCOVERY

A. Problem Formulation

In CQA, a question document is generated by assembling a question
and its associated answers together. Let Q = {q1, q2, . . . , qT } be the
collection of generated question documents, where qt refers to a
question document at time stamp t. Given this collection Q, evolution-
ary topic pattern (ETP) discovery aims to extract the temporal topic
evolution patterns automatically. Another aspect of ETP is to analyze
the “strength” of a topic throughout its life cycle.
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We now introduce formally the related definitions.
Definition 1 (Temporal Topic): A temporal topic z refers to a topic

with a starting time s(z) and an ending time e(z). It is represented as
a probabilistic distribution over words, written as p(w|z).

High-probability words typically suggest what the particular topic is
about. For instance, in a topic about swine flu, words such as “swine,”
“flu,” “infectious” would appear with high frequencies.

Definition 2 (Topic Transition): Given two temporal topics z1
and z2, with z1 starting earlier than z2, i.e., s(z1) < s(z2), a topic
transition occurs if sim(z1, z2) > ε, where sim(z1, z2) is the sim-
ilarity score between z1 and z2, and ε is a predetermined thresh-
old. In this case, z2 is said to be evolved from z1, represented
by z1 ⇒ z2.

This concept of topic transition is crucial for describing the rela-
tionships between topics evolving over time and across different time
spans. We are able to mine the ETPs by assembling the discovered
topic transitions along the time line.

Definition 3 (Topic Life Cycle): Given a collection of question
documents, the topic life cycle of a topic is defined as “the strength
distribution of the topic over the entire time line” [3].

This concept of topic life cycle enables us to gain a summary view
of user participation in the topic during different time periods.

B. Temporal Topic Extraction

We first partition the question documents into sub-collections ac-
cording to time intervals, i.e., Q = Q1 ∪Q2, . . . ,∪Qn. For each sub-
collection Qi, we extract temporal topics using the LDA model [9].
Each question document is modeled as a mixture of different topics,
and each topic is represented by a probabilistic distribution over
words.

Let z1, . . . , zk be the K topics to be extracted, V the number of
unique words in the domain vocabulary, and D the number of question
documents in Qi. The generative process of extracting temporal topics
from Qi is given below [8]:

1) Draw K multinomials φzk from a Dirichlet prior β, one for each
temporal topic zk;

2) Draw D multinomials θq from a Dirichlet prior α, one for each
question document q;

3) For each word token j in the question document q:
a) Sample a topic zj from multinomial θq; p(zj |α);
b) Sample a word wj from multinomial φzj ; (p(wj |zj , β)).

The topic–word distribution φ and the topic–question document
distribution θ are two main variables of interest. They are estimated
using the Gibbs sampling method [9]. The probability of assigning the
current word token wj to each temporal topic zj , conditioned on the
topic assignment of all other word tokens [9], is calculated as

p(zj = m|z−j , wj , qj , ·) ∝
CV K

wjm
+ β

V∑
w=1

CV K
wm + V β

CDK
qjm

+ α

K∑
k=1

CDK
qk +Kα

(1)

where CV K is the word–topic matrix of counts with dimensions
V ×K, and CV K

wm is the number of times word w being assigned
to topic m, excluding the current token j. Similarly, CDK is the
question document-topic matrix of counts with dimensions D ×K,
where CDK

qk is the number of times topic zk being assigned to some

word token in question document q, excluding the current token j.
z−j represents the topic assignments of all other word tokens. zj = m
indicates that token j is assigned to topic m. After a number of
iterations, the approximated posterior in (1) can be used to estimate
φ and θ, by examining the counts of word assignments to topics and
topic occurrences in question documents.

By applying the LDA model to all the question documents in
sub-collection Qi, we can obtain the K temporal topics and the
topic structure of each question document. The same model can be
applied to the entire collection Q to extract trans-collection topics.
These topics will be used for life cycle modeling in the subsequent
procedure.

C. Topic Transition and Evolution Graphs

Let z1 and z2 be two temporal topics, where s(z1) < s(z2), the
cosine similarity between them is calculated as

sim(z1, z2) =

|V |∑
j=1

p(wj |z1)× p(wj |z2)√
|V |∑
j=1

p2(wj |z1)×

√
|V |∑
j=1

p2(wj |z2)

. (2)

A topic transition occurs between z1 and z2, if sim(z1, z2) is above a
threshold ε. By calculating the pair-wise similarities of temporal topics
between two sub-collections Qi and Qi+1, we can explore all the topic
transitions between Qi and Qi+1. The topic evolution graph can be
constructed by assembling all the identified topic transitions along the
time line.

D. Topic Life Cycle Modeling

Life cycle theory has been proposed to study news topics in the
previous work [10]. Topics in CQA have “the life cycle with the stages
of birth, growth, decay and death” [10] as well. Topics have different
life spans, depending on the degree of user participation. An energy
function has been used to measure the “strength” of a topic throughout
its life cycle [10]. The energy of a topic increases if more question
documents are discussing this topic.

Given the collection of question documents Q = {q1, q2,
. . . , qT }, we use a fixed-size sliding time window to measure
the energy of each topic at a given time. Let {qt,1, . . . , qt,n} be the set
of question documents during the time slice [t− (W/2), t+ (W/2)],
where W is the width of the sliding time window. The absolute energy
of topic z at time t is calculated as

AEnergy(z, t) =
n∑

j=1

p(z|qt,j) (3)

where p(z|qt,j) is the number of times topic z being assigned to
question document qt,j .

The life cycle of a topic can be modeled as the changes of its energy
over time.



830 IEEE TRANSACTIONS ON SYSTEMS, MAN, AND CYBERNETICS—PART A: SYSTEMS AND HUMANS, VOL. 41, NO. 5, SEPTEMBER 2011

Algorithm 1 provides the pseudo-code for our three-step approach.

Algorithm 1: Evolutionary Topic Pattern (ETP) Discovery

Input: A collection of question documents Q =
{q1, q2, . . . , qT }, where qt refers to a question document
received at time stamp t.

Output: 1) topics extracted for each timestep, with each
topic represented by a probabilistic distribution over words; 2)
evolutionary topic patterns; 3) absolute energy levels for topics
extracted.

Algorithmic Steps:

1) Partition the question documents into sub-collections according
to time intervals, i.e., Q = Q1 ∪Q2, . . . ,∪Qn, and apply a
series of preprocessing procedures to each question document,
including tokenization, stop word removal, and stemming.

2) For each sub-collection Qi, extract the temporal topic sets Zi =
{zi,1, . . . , zi,k} using the LDA topic model.

3) Determine whether a topic transition occurs between topics in
two sub-collections Qi and Qi+1, and construct the correspond-
ing evolution graph.

4) Extract the topic set from the entire set of question documents
Q, and analyze the life cycle of each identified topic.

IV. EXPERIMENTS AND FINDINGS

In this section, we report our experiments and key findings.

A. Performance Evaluation

Perplexity has been adopted to evaluate the performance of topic
models [8]. It measures the ability of a probabilistic model to gener-
alize to hold-out data. Lower perplexity indicates better generalization
performance to unseen data. For a hold-out test set with D question
documents, perplexity is calculated as

perplexity = exp

⎧⎪⎪⎨
⎪⎪⎩−

D∑
d=1

V∑
w=1

n̂d,w log
(∑K

k=1
θd,kϕk,w

)
D∑

d=1

V∑
w=1

n̂d,w

⎫⎪⎪⎬
⎪⎪⎭ (4)

where n̂d,w is the number of times word w has been observed in
question document d.

In our experiments, the perplexity measures were calculated by
averaging over 10-fold cross validation. For each run, we randomly
split the data set into a training set (90%) for model construction and a
hold-out set (10%) for testing purposes.

B. Data Preparation

We have constructed two data sets, one concerning Infectious
Disease and the other Economics, by collecting solved questions and
selected best answers from Yahoo! Answers. Although many of the
answers that are not deemed “best” may contain valuable information
and represent topic shifts and user involvement, the quality of these
answers varies widely. On the other hand, the best answers, selected by
the users who posted the initial questions or voted by other community
participants, are generally high-quality in terms of contents. The
posting time of the question is used as the time stamp of the related

TABLE I
BASIC DATA SET INFORMATION

question document. The key statistics concerning these two data sets
are summarized in Table I.

For temporal topic detection, we set the LDA parameters β = 0.01,
α = 50/K, where K is the number of topics to be extracted. Gibbs
sampling was repeated for 300 iterations. These parameter settings
have been widely adopted in the literature.

C. Experiments on the Infectious Disease Data Set

We first evaluated the proposed approach using the Infectious
Disease data set. We split the collected question documents into five
time intervals, each spanning about two weeks and adjacent intervals
overlapping with each other (the length of the overlapped period
is one week). The choice of timestep length is domain dependent.
For emergency events such as swine flu outbreaks, the related topics
are time-sensitive and change rapidly as these events develop. A
short time interval would better capture the topic structure and its
evolution. Computationally, partitioning the question documents into
overlapping collections seems to be a reasonable approach for such
events.

We have examined the perplexity value for each timestep on dif-
ferent settings of topic number as shown in Fig. 1(a). We computed
the curvature variation of the perplexity curve at each point and set
the number of topics such that the corresponding curvature variation
is less than 2 and (near) minimum perplexity can be achieved. For
convenience, we have fixed the topic number to be 60 for each timestep
and analyzed the ETPs.

Fig. 2 plots several ETPs discovered by our method, with each topic
represented by a list of top-ranked keywords. The weight associated
with an edge between time-stamped topics indicates the cosine simi-
larity between the topic at t− 1 and that at t. Each ETP is represented
by a thread labeled with one lower-case letter. We have verified these
ETPs by manually checking the topic keywords and representative
question documents for each topic.

Consider, for instance, thread a, which is about the immune system.
It started with malaria-related questions and answers during I1, shifted
to antibody during I2, health condition during I3, the concerned age
and health problems during I4, and finally the mechanisms of the
immune system during I5. Thread b is concerned with the vaccine
problems. It began with the reaction and dose problems during I1 and
I2, the manufacturing problems during I3, the time table for vaccine
during I4, and evolved into the discussion about the injection reactions
of children during I5. Thread c is about swine flu, which had spread
around the world since mid April in 2009. The two topics during I2
were about the outbreaks of swine flu, and the drugs for swine flu
(e.g., tamiflu, relenza), respectively. Later, the cure and symptoms of
swine flu, and the reactions of people and governments dominated the
discussion during I3. The dangers of swine flu, as well as potential
problems with eating pork were discussed during I4. Finally, the death
and panic caused by swine flu were talked over during I5.

The next step is to build life cycle models for trans-collection
topics. For this task, we used the entire Infectious Disease data set.
Table II lists five extracted topics, with each topic represented by top
10 keywords. Topic T20 seems to be about death and panic caused
by swine flu. T22 discusses the outbreak and pandemic of swine flu
throughout the world. T23 is concerned with the immune system. T40
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Fig. 1. Perplexity values for (a) the Infectious Disease data set and (b) the Economics data set with different topic number settings.

Fig. 2. A partial topic evolution graph for (a) the Infectious Disease dataset and (b) the Economics dataset.

TABLE II
FIVE TOPICS DISCOVERED FROM THE INFECTIOUS DISEASE DATA SET

discusses the symptom of cough and sore throat. The vaccine problems
are discussed in T51.

Fig. 3(a) shows the absolute energy levels of these five topics over
time. We can see that during the period of 10 to 15 days after Apr. 6, the
absolute energy of all these five topics was increasing slowly. Swine
flu mainly spread in Mexico during this time period. As such, it had
not attracted broad discussion in the Yahoo! Answers community. As
swine flu began to spread in America and throughout the world after
Apr. 21, there was a sharp increase in the energy levels of these topics,
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Fig. 3. Absolute energy levels for topics in (a) the Infectious Disease dataset and (b) the Economics dataset.

TABLE III
FIVE TOPICS DISCOVERED FROM THE ECONOMICS DATA SET

which reached their peak values in just 10 days at around May 1.
Thereafter, the energy levels began to decrease and stabilized after
May 11. There are two possible reasons for this downward trend:
1) Yahoo! Answers encourages users to search for similar historical
questions before submitting new ones. As a large number of questions
about swine flu were already solved, duplicated submissions of similar
questions did not make it into the system; 2) with the rapid spread of
swine flu, WHO and various governments took significant preventative
efforts and conducted information campaigns to calm the general
public.

D. Experiments on the Economics Data Set

In the case of the Economics data set, as the changes in topics took
place much slower, a longer time interval, one month, was sufficient to
capture the topic structure and its evolution. In addition, no overlaps
between time intervals were needed. The perplexity values varying
with different topic number settings are shown in Fig. 1(b). We can
see that the optimal performance is achieved at around 100 topics for
each timestep. In our experiments, we fixed the topic number to be 100
for each timestep to analyze the ETPs. A subset of discovered ETPs is
shown in Fig. 2(b).

Thread a is about the supply-demand relationship, a common topic
in Economics. Some minor differences showed up as time progresses.
The elastic and inelastic demands were discussed during I1. The
equilibrium price was discussed during I2 and I3. During I4, the
gasoline supplement received much attention. Finally, the supply and
demand curves were discussed during I5. Thread b is about the stock
market, also of great concern in Economics, covering a range of topics
including the market incentives, market bubbles, financial policies and
regulations, etc. Thread c is about the monetary policy. Thread d is
concerned with the currency policy of different countries coping with
the economic crisis.

We now analyze the life cycle of the Economics topics. Five
extracted topics and associated top-ranked words are listed in Table III.
T12 is about the stock market, T39 the Obama stimulus plan,
T59 economics in developing countries, such as China, India and

South American, and T72 the unemployment problems, and T90 the
supply-demand relationship. Fig. 3(b) shows the absolute energy levels
of these topics. It can be seen that the energy curves of these topics are
relatively smooth.

E. Sensitivity to Time Interval

In this subsection, we investigate empirically the impact of choosing
different time intervals through additional experiments. We set the
time interval to be three weeks and two weeks for the Infectious
Disease data set and the Economics data set, respectively, and 50%
overlapping was chosen between adjacent time windows. Fig. 4
shows perplexity values varying with different topic numbers. For
the Economics data set, only five curves are displayed for clarity. It
can be seen that the performance becomes stable after 80 topics and
100 topics, respectively, for these two domains.

We set the topic number to be 100 for both data sets. Fig. 5 plots
several ETPs that were discovered. For Economics, thread a is about
the supply-demand relationship, while thread b is about the stock
market. For Infectious Disease, thread c and thread d are about the
immune system and the pandemic of swine flu from Mexico through-
out the world, respectively. Comparing the experimental findings with
those reported in previous sections, we note that the main ETPs could
be discovered under a range of time interval settings. For emergency
events such as the swine flu outbreak, the drift of topics may be
dramatic if a longer time interval is selected. For the Economics
domain in which topics evolve slowly, a small time interval may cause
the topics to be split into unnecessarily detailed and insignificant
subgroups.

V. CONCLUSION AND DISCUSSIONS

The rapid adoption of Web2.0 technologies and platforms,
including CQA, has made available an expanding and enriched set of
channels for information seeking and sharing. In CQA applications,
the participative and iterative nature of interactions among individual
contributors enables potentially accurate reflection of the “pulse”
of the society and the general public’s reaction to a range of events
and policies. In this paper, we propose a three-step approach to
discover ETPs automatically from question document collections. The
experimental findings based on two data sets collected from Yahoo!
Answers show that this approach can be used to discover interesting
ETPs from the CQA community. It not only reveals the hidden topic
structures, but also reflects the users’ interests changing over time.
The application of this type of approach is potentially broad. For
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Fig. 4. Perplexity values for (a) the Infectious Disease dataset and (b) the Economics dataset with different time intervals.

Fig. 5. A partial topic evolution graph for (a) the Economics dataset and (b) the Infectious Disease dataset with different time intervals.

instance, in emergency situations, CQA might be used as an alternative
information and feedback channel to learn about people’s interests and
concerns, and help track people’s reaction to both events and policy
decisions. Such knowledge can lead to better-informed decisions and
more effective policy implication. Discovering ETPs can also be used
as a knowledge retrieval and learning tool. For instance, for users
who want to learn about the monetary policies, questions in thread c
as extracted from the Economics data set would be of interest. ETPs
mined from CQA can also be readily used for content recommendation
purposes.

Research reported in this paper represents one of the first studies
on ETP mining in CQA. As part of our ongoing research, we are
evaluating the proposed approach on other data sets and conducting
comparative studies, comparing our methods with other approaches.
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