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A Study of Destination Selection Model
Based on Link Flows

Peijun Ye and Ding Wen, Senior Member, IEEE

Abstract—Generating travel behavior based on artificial pop-
ulation and an activity plan is a conventional method for traffic
simulation. As a complicated and important constituent of travel
behavior, destination selection is a decision-making process for
space transfer and has been studied extensively in the disaggregate
model. However, existing selection models only focus on the psy-
chology or custom of individuals from a microscopic perspective
and rarely take account of the actual traffic state. This causes
a large deviation in simulation results and thus results in some
obstacles for application. In this paper, a new destination selection
model based on link flows is proposed. Further, a searching algo-
rithm for an observed link set is given, and compressed sensing
is used in the model solution. Experiments demonstrate that this
model can predict the actual traffic state in rush hours quite well.
Therefore, it contributes to the credible simulation and computa-
tional experiments.

Index Terms—Destination selection, link flow, traffic
simulation.

I. INTRODUCTION

COMPUTER simulation has become an indispensable ap-
proach to transportation research. With much lower ex-

penditure, it facilitates traffic policy evaluation and control
algorithm testing. A variety of classical simulation software
has been developed, such as TSIS-CORSIM, Paramics, and
DynaMIT. TSIS-CORSIM, which is a product of the Center
for Microcomputers in Transportation (McTrans) in the U.S.,
was built for comprehensive microscopic traffic simulation,
applicable to surface streets, freeways, and integrated networks
with a complete selection of control devices (i.e., stop/yield
sign, traffic signals, and ramp metering). It simulates traffic and
traffic control systems using commonly accepted vehicle and
driver behavior models [1]. Paramics is another leading mi-
croscopic simulation system that was originally developed by
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Quadstone Paramics in U.K. in the early 1990s. It is designed
to handle scenarios as wide ranging as a single intersection
through to a congested freeway or the modeling of an entire
city’s traffic system. It also added the pedestrian simulation
that was deemed a highlight [2]. DynaMIT is a state-of-the-
art real-time computer system designed to effectively support
the operation of Advanced Traveler Information Systems and
Advanced Traffic Management Systems at a traffic manage-
ment center. Sponsored by the Federal Highway Administration
(FHWA), with Oak Ridge National Laboratories as the program
manager, DynaMIT was the result of several years of intense
research and development by the Intelligent Transportation
Systems Program of the Massachusetts Institute of Technol-
ogy. It can show detailed network representation, i.e., coupled
with models of traveler behavior [3]. In addition to the three
aforementioned programs, most classical simulation software
uses origin–destination (OD) matrix as its traffic demand in-
put. Their main limitation, however, lies in the difficulty in
OD-matrix acquisition. Although many scholars have con-
tributed to its generation and calibration, the effects are not
very satisfactory for our requirements. A particular reason is
that, due to the openness and complexity of the transportation
system, we can barely analyze travel demand from a separated
perspective. In addition, the OD matrix uses survey data to
represent travel demand, which cannot dynamically reflect the
changes in reality and makes the simulation less credible.
Thus, researchers have proposed a travel behavior modeling
method based on personal activity analysis [4]–[6]. Generally,
this method can be summarized as: 1) generating artificial or
synthetic population via the census data and an artificial society
approach; 2) integrating a specific individual travel model;
and 3) accomplishing the travel behavior [7]. Transportation
Analysis Simulation System (TRANSIMS), an integrated set
of tools developed to conduct regional transportation system
analysis, is a representative system in this field [8]. However,
this type of model tends to focus on human behavior in a micro-
scope and rarely considers the actual transportation system. In
addition, the demographic census is conducted every few years
and cannot dynamically indicate the travel demand due to the
frequent migration of people. In addition, the data are usually
classified as the state confidential data. Only a few statistical
results can be obtained by researchers. There is no doubt that
the population synthesis taking these results as its input will
not be accurate enough. All of this brings a huge deviation to
simulation.

With the development of detection technology, it is much
easier to get road traffic indicators, and the detection accuracy
is increasingly high. This provides a basis for real-time traffic
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state sensing. Therefore, the adjustment of particular travel
properties of artificial population based on actual detected in-
dicators can calibrate the travel behavior in line with reality and
simulates complex transportation phenomena with higher cred-
ibility for scientific control and management. This paper aims at
establishing a new model for destination selection and working
out its solution. The remainder of this paper is organized as
follows. Section II summarizes the current research briefly.
Section III presents the new mathematical model of destination
selection based on link flows and demonstrates the solving
process by resorting to compressed sensing. A searching al-
gorithm for observed link set is also designed in Section III.
Section IV chooses Artificial Transportation Systems (ATS)
to carry out simulation experiments and analyzes the results.
Finally, we draw conclusions and point out some problems for
further research.

The contributions of this paper can be summarized as fol-
lows: 1) A new destination selection model based on link
flows is proposed to dynamically predict the actual traffic state
in simulation; 2) compressed sensing is introduced into the
solution of this model; and 3) a searching algorithm for an
observed link set is given for accurate OD vector recovery.

II. LITERATURE REVIEW

The travel behavior model established by investigating the
psychology and custom of individuals is called the disaggregate
model. Its basic principle is to study the personal travel mo-
tivation to simulate transportation. Destination selection, also
called destination choice or activity place selection, is regarded
as a selection decision process in the disaggregate model, along
with travel time, travel mode, etc. It involves substantial fields
and theories, such as microeconomics, information entropy,
and random utility [9]. Scholars began to be concerned about
the research in the activity-based travel as early as the 1980s,
and a variety of simulation systems were developed based on
the theoretical foundation [10]–[12]. According to different
classification standards, research on destination selection can
be summarized as follows.

A. Travel Mode

According to different objects of study, research can be
subdivided into the individual travel mode and the group travel
mode. The Comprehensive Econometric Microsimulator for
Daily Activity-Travel Patterns (CEMDAP), developed by the
University of Texas, is a representative system in the individual
travel mode. The personal trip consists of three levels, i.e., the
activity-travel mode, the round trip, and the middle stop, among
which the destination selection occurs in the middle-stop
layer [13]. In contrast, the group travel mode takes residents
as a series of groups with similar travel behavior characteristics
and produces their travel chains to select destination in accor-
dance with socioeconomic attributes. Chow et al. established
the home-based destination selection model and studied the
reliability of the model with different area sizes in three dif-
ferent regions in Florida [14]. Their work can be viewed as re-
search from the perspective of group travel. In addition, Visual

Information System for Engineering Management (VISEM) is
a representative in this field [15].

B. Time Constraint

Existing models can also be classified according to time
constraint. The model without a time constraint is an extension
of the traditional disaggregate model and mainly contains the
travel mode and trip distribution, without regard to arrange-
ments of activities in the time axis (VISEM). It usually adopts
stochastic sampling and stratified sampling to establish the
set of destinations. Ben-Akiva et al. worked on the sampling
method of the destination subset and the calculation of the
spatial selection set [16]. Pozsgay investigated place selection
behavior based on home entertainment by stochastic sampling
nine residential districts [17]. Li et al., who introduced the
concept of importance, discussed filtering a part of places as
the spatial selection set with geographic information system
(GIS) technology [18]. The model with a time constraint splits
the time axis into many intervals and fits the place selection
probability in each interval. CEMDAP has adopted this idea to
predict the travel time of a particular activity under a variety of
constraints. It is much dependent on the data integrity and the
accuracy of the prediction model. The Florida Activity Mobility
Simulator (FAMOS), developed by the Florida Department of
Transportation, divides the activity time into open and closed
hours. Open hours refer to the period between two fixed ac-
tivities in which one can insert some other nonfixed activities.
Closed hours refer to the time span of fixed activities that cannot
be adjusted freely in the time axis, such as work and school
learning. The residential area searching method adopted by
FAMOS does not sufficiently describe the searching process
and judgment conditions and thus may cause some deviation
from reality [19]. Attempting to diminish the defect, Cirillo
and Cornelis analyzed the regional reachability under the round
trip time and place constraints, to exclude some unreasonable
destinations [20]. There is certain rationality in their method
that makes use of a priori knowledge.

C. Core Structure

Up to now, most activity-based traffic simulation systems
have integrated the multinominal logit (MNL) or the nested
logit (NL) model to construct their trip generation parts, such
as VISEM, FAMOS, and TRANSIMS. As the basis of MNL,
random utility theory defines the factors with universal impacts
as the explicit factors, whereas those hard to investigate as
random factors. It assumes that decision-makers are rational.
NL treats selection branches as a treelike hierarchical structure,
with each layer containing an MNL model. Objectively, NL can
reflect the actual situation much better, but it requires stricter
surveys. Daly introduced a variable called the attraction index
to establish the nonlinear utility function in which individuals
choose particular terminal districts [21]. Bhat et al. proposed
a disaggregate attraction-end selection model and applied it to
transportation planning in Sacramento [22]. As a cooperation,
Bhat and Pozsgay further analyzed the destination selection
behavior regarding home entertainment travel and estimated
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parameters concerned on the basis of a household survey con-
ducted in Dallas–Fortworth in 1996. Results of their research
have been applied in the analysis of environmental pollu-
tion and land use planning. Moreover, Fotheringham proposed
competitive and hierarchical place selection models [23]–[25].
Kikuchi et al. estimated the MNL selection model by the
Markov chain Monte Carlo algorithm [26]. Sivakumar gave
a noncommuter travel destination selection model based on a
combination of regional size variables (including population,
employment, and regional size), trip characteristics (includ-
ing travel time and destination), the level of transportation
service, and psychological feedback [27]. For bicycle road
network planning, Hyodo et al. analyzed the bicycle destination
selection model [28]. In some actual transportation planning
projects, destination selection models of urban residents have
been applied. For example, a bilevel destination selection model
was introduced in the behavior-based planning in San Fran-
cisco in 2001 [29]. The first layer is the activity chain, which
determines the main destinations, whereas the second layer is
based on a particular trip, which determines the middle stops in
the activity chain. Many emerging technologies are also used
in the studies of destination selection, such as GIS and GPS.
One of the representative works is the collection of vehicle
GPS data by Schonfelder et al. over the course of a year to
inspect the place selection and activity spatial distribution of
urban residents [30]. They gave a utility function of an imitated
gravity model by adding the gravitational factor and carried
out simulation experiments with an improved logit model [31].
Yao and Guan introduced the calculation of travel utility and
regional fascination among districts based on a selection model,
which calibrated the traditional trip generation and distribu-
tion [32]. Shao and He first determined the set of reachable
places according to a space–time prism under the GIS environ-
ment and then selected destinations from the place condition
and location information [33].

From what has been mentioned earlier, it can be seen that,
in contrast with the traditional four-stage approach, destination
selection in the disaggregate model is better at the theoretical
level. However, there are still a few problems. First, for a large
road network, numerous places inevitably lead to the excessive
growth of selection branches, namely the curse of dimen-
sionality. This is unacceptable in the computation. Stochastic
sampling and stratified sampling can bring some improvement
to a certain extent. However, it is without satisfactory results.
Second, current destination selection methods are mostly based
on the MNL model. However, this model assumes that all
random utility items are independent and have identical distri-
bution in the derivation process. In other words, MNL treats
candidate places logically equivalent. Obviously, it ignores
personal habits and preferences in reality and will probably
lead to unreasonable predictions. Finally, most of the existing
disaggregate theories focus on the psychology or custom of
individuals in microscope and take little consideration of the
dynamic traffic state. Hence, the simulation systems based on
these disaggregate theories find it difficult to predict the actual
state and are rarely applied in the traffic control and manage-
ment. Therefore, it is necessary to improve current models or
develop new modeling methods for better destination selection.

III. DESTINATION SELECTION MODEL

BASED ON LINK FLOWS

In light of the deficiencies mentioned earlier, we need to
establish a new applicable destination selection model based
on artificial population, using the detected data from the actual
system. Here, we will put forth a selection model based on link
flows to predict the real traffic state. Then, a solution process
will be also shown.

A. Mathematical Model

Consider an abstract road network G(N,A, PL), where N ,
A, and PL are nodes, links, and places, respectively. Here,
a particular place represents a closely linked area that con-
tains some nontrunk roads according to the actual network.
The model granularity of the road network depends on the
computing resources. When the computing resources are scarce
(such as in single computer simulation), we adopt a coarse-
grained model, which means the places in the simulation system
are fewer. When the computing resources are rich (such as
in distributed simulation), a fine-grained model seems better.
For each place, we set the activity type as the type that has
the main traffic impact in the corresponding actual area from
the perspective of most ordinary people. Let X ⊂ A be a set
of observed links. |X| = m is the number of links in X , and
|PL| = n is the number of places. In a particular time interval
t = [0, T ], let

U =

⎡
⎢⎢⎣
u11 u12 · · · u1n

u21 u22 · · · u2n
...

...
. . .

...
un1 un2 · · · unn

⎤
⎥⎥⎦

be the OD matrix, where uij means the number of trips from
place i to place j. The vector form of U can be written as

[v1 . . . vN ]T

= [u11 . . . u1n u21 . . . u2n . . . unn]
T (1)

where N = n× n. Let xi be the detected flow of observed
link i and pij be the assigned flow proportion to xi from vj .
According to the flow conservation principle, we have⎡

⎢⎢⎣
x1

x2
...

xm

⎤
⎥⎥⎦ =

⎡
⎢⎢⎣
p11 p12 · · · p1N
p21 p22 · · · p2N

...
...

. . .
...

pm1 pm2 · · · pmN

⎤
⎥⎥⎦
⎡
⎢⎢⎣
v1
v2
...
vN

⎤
⎥⎥⎦

denoted as

X = P · V. (2)

For convenience, we call formula (2) the measurement equation
and P the measurement matrix. Equation (2) is the classi-
cal mathematical model for OD estimation [34]. However,
most of the current solutions give unsatisfied results mainly
for the much lower number of equations with respect to
unknowns [35]. In simulation, we can further take the popu-
lation information on the simulation system itself as additional
constraints, which will increase the number of equations and
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lead to the shrinkage of the solution space. Based on this idea,
in the beginning and at the end of the time interval, we have the
population number constraint equation for all places as⎡

⎢⎢⎢⎢⎢⎢⎢⎣

y1
...
yn
z1
...
zn

⎤
⎥⎥⎥⎥⎥⎥⎥⎦
=

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

q11 q12 . . . q1N
...

...
. . .

...
qn1 qn2 · · · qnN
r11 r12 · · · r1N

...
...

. . .
...

rn1 rn2 · · · rnN

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

v1
v2
...
...

vN−1

vN

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

where yi means the population number in place i when t = 0,
and zi means the population number in place i when t = T . In
the simulation system, both yi and zi (i = 1, 2, . . . , n) can be
collected as

qij =

{
1, if vj starts from the ith place
0, if otherwise

rij =

{
1, if vj ends at the ith place
0, if otherwise.

Similarly, we simply denote it as[
Y

Z

]
=

[
Q

R

]
· V. (3)

From (2) and (3), there is⎡
⎣X
Y
Z

⎤
⎦ =

⎡
⎣P
Q
R

⎤
⎦ · V

written as

B = K · V. (4)

In (4), B is the (m+ 2 · n)-dimensional observation vector.
K is defined as the observation matrix, and V is the column
vector form of OD matrix U . Compared with the traditional
OD estimation, it is essential to give some special explanations
to avoid confusion.

1) Measurement matrix P is only a part of observation
matrix K, which will be discussed later in this paper.

2) After taking population number constraints into account,
the actual OD matrix may be excluded when the solution
space shrinks. Therefore, the OD vector calculated from
(4) is no longer in the traditional sense. It can be regarded
as the “OD” only in the simulation system and not for the
actual system. Still, we call it OD matrix U or OD vector
V for convenience.

Despite adding the population number constraints, the di-
mension of the OD vector is much larger than that of the
observed vector, i.e., n � m. Thus, (4) is an indeterminate
equation without a unique solution, and it contains (n2 − 2n−
m) free variables.

Equation (4) can be “solved” with some additional con-
ditions, which will be shown in Section III-B and C. After
acquiring OD vector V from (4), we rewrite it in the form of
uij , as (1) shows. For each uij , adjust the destination selection

Fig. 1. Destination selection process.

property of every person p in the ith place according to the
principle of equal probability, i.e.,

Pi {p.nextP lace = j|p.nextAT = AT(j)} =
uij

ui·(j)

ui·(j) =
∑

AT(k)=AT(j)

uik (5)

where AT(j) represents the activity type of place j. The mean-
ing of (5) is that, when the person’s next activity type is the
same as that of place j, then we set the conditional probability
that he chooses place j as the value calculated by the right item
of the equation. ui·(j) is the sum of all uij whose destination
activity type is the same as that of place j. In fact, (5) uses
the ratio that particular OD trip counts account for the same
kind of OD as the estimation of the selection probability toward
place j. This is because, when the artificial population is
generated, we are not allowed to modify its basic properties,
such as the population scale and the activity plan, but can only
adjust some travel properties indirectly.

In practice, by splitting the simulation period into many
intervals, we are able to adjust the destination selection with the
earlier model dynamically. The process is shown in Fig. 1 and
the sparse transformation basis training and observation matrix
generation will be introduced as follows in detail.

B. Sparse Coding for OD Vector

To determine a particular solution as the OD vector from
(4), we first analyze the features of the solution from the
perspective of activity-based travel. In the disaggregate the-
ory, people’s travel derives from the demand of the spatial
transfer caused by completing current activity and starting
the next activity. This is the so-called activity-based travel
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behavior model. Typically, an activity chain is generated for
each person, and travel starts according to the chain. The activ-
ity chain is usually arranged, such as home–work–home–shop–
home, home–work–restaurant–work–entertainment–home, etc.
[36]–[39]. Usually, the activity chain is extracted in a rough
level without two adjacent activities of the same type. For
instance, the initial activity of a person in a day is usually set to
be the rest at home, and the following activity should not still be
rest. Otherwise, we can deem them as one activity without place
change by travel. Thus, there are few trips between the places of
the same activity type in the road network. In the mathematical
model, this means that many components in vector V are
approximately zero. In other words, V is sparse, which makes
it possible to solve (4). Compressed sensing theory provides
the idea behind doing this [40], [41]. When V has the sparsity,
we are able to recover it by searching for the most sparse
solution under certain conditions, i.e., to solve the programming
problem given as

V � = argmin
B=K·V

‖V ‖l0 (6)

where ‖V ‖lq = (
∑N

i=1 |vi|q)1/q . However, it is a nonconvex
optimization and NP-hard in the computation. In fact, difficulty
always exists when 0 < q < 1. Fortunately, it is proved in the-
ory that both L0-norm minimization and L1-norm minimization
have the same solution if K has a restricted isometry property
(RIP) [42], [43]. Therefore, (6) can be converted into the convex
optimization as follows:

V � = argmin
B=K·V

‖V ‖l1 . (7)

Up to now, a variety of existing algorithms can tackle this
problem [44]–[46].

Generally speaking, for an s-sparse vector V (this means that
there are s nonzero components at most), RIP requires that any
3s columns in the observation matrix K are linearly indepen-
dent. This guarantees that K will not map two different s-sparse
vectors into a similar lower dimensional vector. Therefore, V
can be recovered uniquely from (7). However, in a large road
network, we have m � s for the limitation of observed links.
The sparsity degree of V is not small enough, which brings
an obstacle to recover V uniquely. Hence, it is desired to find
a suboptimal solution with small errors to be the alternative
of the optimal solution. With this objective, we try to seek a
transformation basis, i.e.,

L =

⎡
⎢⎢⎣
l11 l12 . . . l1N
l21 l22 . . . l2N
...

...
. . .

...
lN1 lN2 . . . lNN

⎤
⎥⎥⎦

so that coordinates W under the new basis L are s′-sparse after
the transformation V = L ·W . L compresses original V into
s′-sparse vector W , which brings some loss of accuracy. The
compression error in the Euclidean distance can be expressed as

ε = ‖V − L ·W‖l2 . Scholars usually use the weighted average
of ε and the sparsity of W as the objective function to solve

min
L∈RN×N

W∈RN×1

‖V − L ·W‖l2 + λ · ‖W‖l1 (8)

where λ is called the regularization parameter.
In (8), when L is fixed, is known as the lasso problem,

which was first proposed by Tibshirani in 1996 [47]. The lasso
problem with its algorithm is an active field and has been used
in transportation research. Hofleitner introduced an L1-norm
penalty into the least squares regression to estimate travel times
on each link of the network [48]. In his paper, a homotopy algo-
rithm is proposed to produce sparse variations in the travel time
estimation and, in particular, to update the reference parameter
each time a new observation received. Comparing his work and
formula (8), we can get the following main differences.

1) The coefficient matrix L is dynamically updated and can
be computed by the observations directly in his paper,
whereas in (8), L is an optimization variable and is fixed
when the training process ends.

2) An L2 regularization term is added to leverage prior
information, which is not contained in (8).

3) The state vector is the focus of [48], whereas we just want
to train the coefficient matrix L.

As previously mentioned, due to the product of the two
optimization variables (L and W ), (8) is a nonconvex problem.
The conventional approach is to optimize one while fixing
another, and repeat this process to the convergence iteratively.
Mairal et al. [49] and Lesage et al. [50] gave two learning
algorithms for (8). The former is online, whereas the latter
is offline and keeps the result orthogonal. In the simulation
systems, the characteristics of the OD vector are reflected in
the simulation results. They also depend on the population and
traffic assignment models. Therefore, it is feasible to adopt a
number of simulation results as the input training data. The
steps of the learning algorithm will not be repeated here due to
page restriction. It should be noted that the compression error
is determined by the number of observed links. Having more
observed links means having more information obtained from
the actual system, making the recovery of V more accurate
(s′ can be larger). However, having more observed links also
means having more sensors and more costs. Therefore, choos-
ing suitable observed links for an accepted compression error is
advised. After the transformation, (4) can be written as

B = K · V = K · L ·W. (9)

C. Measurement Matrix Design

After the compression for OD vector V , we need to solve (7)
under the new basis L. How to improve the recovery accuracy is
another problem. Reducing the coherence between observation
matrix K and sparse transformation basis L can achieve this
objective. Since L is already calculated in the compression, we
need to investigate the design of K. Coherence is defined as
follows [51].
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Definition 1: (coherence): Let (Φ,Ψ) be a pair of N ×N
orthogonal bases. Φ = (Φ1,Φ2, . . . ,ΦN ), Ψ = (Ψ1,Ψ2, . . . ,
ΨN ), ΦTΦ = I , and ΨTΨ = I . Then, the coherence is de-
fined as

μ(Φ,Ψ) =
√
N · max

1≤i,j≤N
|〈Φi,Ψj〉| .

In the ideal case, the observation matrix can be generated by
selecting a group of vectors randomly and uniformly in the Φ
field. In (9), K is (m+ 2n)×N -dimensional and not a square
matrix. Similarly, coherence between K and L is defined as
the maximum inner product of any row in K and column in L.
Smaller coherence means more useful information contained in
the lower dimensional observation vector, making the recovery
of original W more accurate. Equation (4) shows that K is
composed of three parts, i.e., P , Q, and R, among which Q
and R are the population constraint matrices determined by
the road network topology. Therefore, the alterable part of
K is only the measurement matrix P . Reducing coherence
between P and L implies increasing the information contained
in the measurement equation (2). In a way, it also reduces the
coherence between K and L, promoting the recovery of V .

In traffic simulation, P is actually the traffic assignment ma-
trix in the traditional four-stage approach. Different observed
link sets (X ⊂ A) may be mapped into different measurement
matrices. Several observed link sets also may be mapped into
a same measurement matrix. Therefore, when the number of
observed links m is given, the problem boils down to seeking
a set of observed links X ⊂ A (not unique) that make the
coherence between P and L at a minimum. Direct search will
bring combinatorial explosion since the solution space is an m-
combination. Further, μ(P,L) is actually the maximum value
of the coherence between each row in P and column in L. Each
row in P corresponds to a specific observed link. Therefore,
one by one, we can calculate the coherence between L and the
measurement row vector corresponding to every link and then
choose m links with minimum coherence as the observation set.
The algorithm is shown below.

Algorithm 1 Searching Algorithm for Observed Link Set
and Measurement Matrix

Input:
Road Network (rn);
Sparse Transformation Basis (L);
Number of Observed Links (m);

Output:
Observed Link Set (X);
Measurement Matrix (P );

1: if m > rn.LinkSet.Count, let X=∅, P =∅, computa-
tion stops; else go to 2;

2: for each link in rn.LinkSet: do
3: According to traffic assignment, establish the measure-

ment row vector Pi· corresponding to link
4: Calculate the coherence μi(Pi·, L) between Pi· and L
5: Save μi(Pi·, L) and Pi·
6: end for

7: Choose m row vectors with minimum μi(Pi·, L) as the
measurement matrix P and the corresponding m links as
the Observed Link Set X;

8: Output X and P , computation stops.

Dynamically, Algorithm 1 can get a measurement matrix for
each time interval. Having different measurement matrices gen-
erally means having different observed link sets. In application,
this is not allowed for the limitation of fixed installed sensors.
To avoid this, the coherence calculated in line 4 may adopt the
weighted average of those in each interval as follows:

μi(Pi·, L) =
T∑

k=1

ωk · μi(Pi·, Lk) (10)

where Lk and ωk are the sparse transformation basis and the
weight in the kth time interval. T refers to the number of time
intervals. This operation is able to fix the measurement matrix
in advance. Now, according to (4), the observation matrix K
can be acquired by combining Q, R, and P obtained from
Algorithm 1.

In line 3, the complexity of establishing the measurement row
vector for a particular link is O(NL ·NP ·NOD), where NL =
rn.LinkSet.Count is the link number of the road network, NP

is the average path number of an OD pair, and NOD is the total
number of OD pairs. Line 4 has the complexity of O(m ·N2

OD ·
T ), where m is the observed link number. Line 7 is actually
composed of two steps, i.e., coherence sorting and calculating
P . The former step adopts the quick-sort algorithm, which is
O(NL · log(NL)). The latter step has the complexity of O(NL ·
NP ·m ·NOD). Therefore, the total complexity of Algorithm 1
can be written as(

O(NL ·NP ·NOD) +O
(
m ·N2

OD · T
))

·NL

+O (NL · log(NL)) +O(NL ·NP ·m ·NOD)

= O
(
N2

L ·NP ·NOD

)
+O

(
N2

L ·N2
OD · T

)
.

Generally speaking, n2 = NOD � NL. Therefore, the com-
plexity mainly depends on the number of places n. Obviously,
it is a polynomial algorithm.

With the solution uniqueness of (7) destroyed, operations in
the solution sparsity and the observation matrix coherence can
recover the main OD counts as much as possible from a lower
dimensional observed information and thus reduce the error.
The OD vector computed from (7) is mostly in the solution
space of (4) and surely satisfies both of the link flow constraints
in the actual system and the population number constraints in
the simulation system. In other words, solution W obtained in
this way combined both the actual state and the simulation state.
Therefore, we call it an effective solution for current traffic
simulation. Finally, the formulas that need to be solved are
written as follows, and many existing recovery algorithms can
be used [44]–[46]:

W � = argmin
B=K·L·W

‖W‖l1 = argmin
B=A·W

(
N∑
i=1

|wi|
)

V =L ·W �. (11)
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Fig. 2. Road network in simulation.

IV. SIMULATION RESULTS

To validate the earlier model, we choose the TransWorld
platform to carry out some experiments. TransWorld is a
computer program designed to support the construction and
validation of ATS, which are derivatives of artificial societies. It
extended the computer traffic simulation systems and includes
traffic, logistic, construction, management, regulatory, socioe-
conomic, and environmental subsystems, in addition to infor-
mation, computational, and decision-making facilities [52]. It
is based on agent programming and object-oriented techniques
for social and behavioral modeling. Clearly, the recipes and
architectures developed for conventional traffic simulations,
particularly those for TRANSIMS, DynaSmart, and DynaMIT,
are still extremely useful in the construction and operation of
TransWorld. As a part of Parallel Transportation Management
Systems, TransWorld has been applied in traditional urban
traffic control, sports events, and other major projects for safety
and convenience [53]–[55]. Our studied road network is the
area near Tianhe Sports Center in the city of Guangzhou in
China (see Fig. 2), which covers about 18.7 km2, containing
137 links and 80 nodes. The artificial population scale is
set to be 70 000, and the proportion of travel by vehicle is
50%. We mainly extract 9 types of 72 places, among which
there are 20 residential areas, 15 office buildings, 11 schools,
6 entertainment centers, 1 restaurant, 5 hospitals, 8 commercial
buildings, 5 sport sites, and 1 parking area. Simulation time is
from 6:00 A.M. to 12:00 A.M., divided into 24 intervals with
15 min each. The experimental process involves four steps:

1) Choose 200 OD vectors generated by TransWorld ran-
domly as the input data and train the sparse transforma-
tion basis for 24 intervals according to the literature [50],
as the sparse transformation basis training model shown
in Fig. 1.

2) With the sparse transformation basis and the road network
information as the input, use Algorithm 1 to search the
observed link set and the observation matrix. Variable m
in Algorithm 1 is designated as 39, 71, and 137 ac-
cording to the path coverage principle [56]. Based on
these observation levels, we will carry out three groups
of experiments to investigate the impact of the observed

Fig. 3. Relative error distribution of three experimental results.

link number for the prediction accuracy. The weights in
(10) are all set equally as ω1 = ω2 = · · · = ω24 = 1/24.

3) Collect random simulation flows of observed links in
24 intervals as the given actual observed flows, and
update the people’s destination selection property at the
beginning of each interval according to the model pro-
posed in Section III. Meanwhile, flows in observed links
are also collected simultaneously as the simulated flows
(the loop part in Fig. 1).

4) Calculate relative errors between actual observed flows
and simulated flows to examine the prediction accuracy:

RelativeError =
|simV alue− obV alue|

obV alue
. (12)

From the perspective of observed links, Fig. 3 shows the
relative error of three experiments [We use total flows from
6:00 A.M. to 12:00 A.M. of each observed link in (12)]. It
should be noticed that the RelativeError axis uses nonuni-
form logarithmic coordinates. Three groups of errors mainly
scattered between 5% and 100%, which indicate that the predic-
tion accuracy is generally desirable. This can be proved by the
percentages of the error points in [5%, 100%]: 87.18% (34/39),
88.73% (63/71), and 88.32% (121/137). The average error
gradually decreases for the three experiments. It is consistent
with the principle that more observed links bring more actual
information and, thus, more accurate recovery of the OD vector.
It is also noticed that the error variance increases because some
outliers emerged in the experiments of 71 and 137 observations.
From the original simulation data, we can see that the main rea-
son for this phenomenon is that the given actual traffic counts in
these links are very small [obV alue in (12)]. Therefore, when
the simulation gets a small deviation [|simV alue− obV alue|
in (12)], the RelativeError becomes much larger. For ex-
ample, in the 137-observation experiment, the given actual
traffic count in link 100000301 is 52, and the simulation traf-
fic count is 510, which makes the RelativeError 880.77%,
However, in link 100000310, the actual and simulation traffic
counts are 3704 and 3182, respectively, which reduces the
RelativeError to 14.09%. If we define the links whose rel-
ative errors are above 200% as outliers, the percentages of
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Fig. 4. Relative error trend of three experimental results.

outliers in three observations are 0/39, 3/71, and 2/137, which
obviously stay at an extremely low level. Furthermore, from
the topology of the network, the five outliers arise in links
100000301, 100000302, and 100000304, which all locate in
the border of the simulation road network. The traffic counts
in these links are much fewer than the other central ones.
Therefore, outliers are more prone to emerge in this kind of
links. Thus, we had better take more trunk links in the central
area as the observations.

We have analyzed traffic counts with different relative errors
quantitatively, according to the simulation data of the three
groups of experiments. If we keep the relative errors below
100%, 80%, 60%, and 40%, the traffic counts in observed
links are more than 205, 335, 3955, and 4445, respectively.
Clearly, we can see that the observed traffic counts increase
sharply when the upper limit of relative errors decreases from
80% to 60%. This phenomenon implies that most links in
our experiments have their relative errors between 80% and
60%. Generally speaking, the recovery algorithm shows a good
performance in most links [57].

From the time perspective, Fig. 4 gives the relative error trend
[we use total flows of all observed links in each time interval in
(12)]. Three groups of results are roughly a “peak–valley–peak”
trend. This proves that, compared with other time, the model
proposed in Section III performs better during rush hours
(8:00–10:00 A.M.). Quantitatively, in 39, 71, and 137 obser-
vation scenarios, the average relative errors in [8:00, 10:00]
are 12.13%, 5.72%, and 12.22%, whereas the average relative
errors in other time intervals are 47.23%, 35.02%, and 27.11%,
respectively. Similarly, the main reason is that, during rush
hours, actual traffic counts are much larger than those of
nonrush hours, leading to a smaller RelativeError. Table I
shows the analysis of variance for the number of observed
links. According to the hypothesis testing theory, there is F ∼
F (s− 1, n− s) = F (2, 69). When the significance level α =
0.1, 0.025, and 0.01, we have

34.6324 =F > F0.1(2, 69) = 2.38116

34.6324 =F > F0.025(2, 69) = 3.89332

34.6324 =F > F0.01(2, 69) = 4.92667.

Therefore, H1 : μ1 �= μ2 �= μ3 should be accepted. That means
the number of observed links has a significant impact on the
simulation result. On the other hand, the average error in Fig. 4
decreases, which proves that more observed links can facili-
tate the simulation. However, having more observation means
having more sensors and more expenditure. Therefore, we need
to take an integrated consideration. In addition, the variation of
137 observations is smaller than the other two variations, which
indicates the best robustness of the recovery algorithm among
the three situations.

It is worthy emphasizing that we summarize current des-
tination selection models such as the MNL and NL in the
literature survey. Those models generate destinations from the
psychology and custom of individuals and rarely consider
the actual traffic counts in links. whereas our proposed selection
model is based on the OD matrix. In addition, the recovery
algorithm is used for the calculation of formula (7), which
belongs to the solution process of the model. Therefore, we can
compare the algorithms from the OD calculation. With regard to
OD generation, Marzano et al. conducted similar representative
work that can be referenced [35]. They used a stochastic-
network-loading-assignment approach and set all entries of
the OD matrix following a normal distribution (truncated to
nonnegative values) with mean dtrueod and variance βdtrueod . The
mathematical model is the generalized least squares model. In
their results, the average relative error is larger than 80%, when
β > 1.5. This means that the estimation is satisfactory only if
the OD does not fluctuate widely. However, our experiments
have not contained this restriction. All entries of our OD
are generated from the artificial population directly and ran-
domly. Therefore, it indicates that our method is more widely
applicable.

The error may come from the following aspects. For the
restriction of observed links, the OD vector is compressed to
ignore a number of smaller components. Therefore, it will bring
some errors. For the sparsity impact, the original solution recov-
ery by the L1-norm minimization algorithm is not definite but
only with high probability. This will cause recovery error and
even lead to the emergence of outliers (as Fig. 3 shows). The
trip generation in ATS itself is random within a certain range. It
can be regarded as random error and cannot be eliminated.

Finally, we would like to give a further discussion about
the population and the traffic region in our experiments. If the
population increases and other parameters remain unchanged,
the travel demand is also bound to increase. The volume in
the road network will become larger. This will lead to more
observed traffic counts and ultimately reduce the relative errors.
If the studied traffic region is expanded, more activity places
will be also extracted. If the number of observed links stays
unchanged, there is no doubt that the OD pairs grow fast. For
example, suppose that we have n places in the road network.
Then, the dimension of the OD vector is n× n according
to (1). If we add one place, the dimension will be (n+ 1)×
(n+ 1). That means (2n+ 1) unknown variables have been
added. However, only two equations have been added into (3).
Therefore, this will enlarge the solution space of (4) and thus
cause the recovery to be more inaccurate. Even if we get
more observed links, the growth in the number of equations
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TABLE I
ANALYSIS OF VARIANCE FOR NUMBER OF OBSERVED LINKS

is much slower than the unknown variables. Therefore, we
need to model the road network in a more coarse-grained
level. In addition, the computation for the larger scale problem
will become much more difficult. More computation resources
are certainly required, such as distributed clusters and cloud
computing platforms.

V. CONCLUSION AND FUTURE WORK

By observing the detected data from part of the links, this
paper has established a new destination selection model based
on link flows. Further, a searching algorithm for observed
link set is proposed, and the solution process according to
the compressed sensing theory is demonstrated. Simulation
results indicate that this model can predict the actual traffic
state quite well, particularly during the rush hours. Therefore, it
contributes to the carrying out of more credible computational
experiments. A couple of problems, however, still exist. First,
in our model, (5) uses the ratio that particular OD trip counts
account for the same kind of OD as the selection probability
toward place j. It does not consider some travelers such as field
workers and shoppers. Second, the observation matrix design
aims to minimize the coherence, which cannot ensure that the
results come from an orthogonal field. In addition, manual
orthogonalization of the results obtained from Algorithm 1
may lead to a mismatch between the observed links and the
observation matrix. This remains to be studied. For the dynamic
place selection, we use the weighted average of coherence in
each time interval to fix the observed link set in advance. How
to set more reasonable weights or develop a better approach to
fix the measurement matrix is also worthy of future research.

ACKNOWLEDGMENT

The authors would like to thank F.-Y. Wang for his guidance
and encouragement and those people that contributed to this
work in the State Key Laboratory of Management and Con-
trol for Complex Systems, Institute of Automation, Chinese
Academy of Sciences.

REFERENCES

[1] The TSIS-CORSIM Website, McTrans Moving Technol., Gainesville, FL,
2012. [Online]. Available:http://mctrans.ce.ufl.edu/featured/tsis/

[2] The Paramics website. [Online]. Available: http://www.paramics-online.
com/index.php

[3] The DynaMIT website. [Online]. Available: http://www.ifremer.fr/
dynamit/en/downloads.htm

[4] D. Wang and H. Timmermans, “Conjoint-based model of activity engage-
ment, timing, scheduling, and stop pattern formation,” Transp. Res. Rec.,
vol. 1718, no. 1, pp. 10–17, 2000.

[5] J. Walker and M. Ben-Akiva, “Generalized random utility model,”
Math. Soc. Sci., vol. 43, no. 3, pp. 303–343, Jul. 2002.

[6] M. Li, “Analysis of activity-based residential travel behavior,” M.S. thesis,
College of Traffic, Jilin Univ., Changchun, China, 2004.

[7] F.-Y. Wang, Z.-H. Jiang, and R.-W. Dai, “Population studies and arti-
ficial societies: A discussion of artificial population systems and their
applications,” Complex Syst. Complexity Sci., vol. 2, no. 1, pp. 1–9, 2005.

[8] The TRANSIMS website. [Online]. Available: http://code.google.com/p/
transims/

[9] A. Liu, W.-F. Song, and P.-K. Yang, “Study on trip generation
forecasting,” J. Tongji Univ., vol. 20, no. 3, pp. 290–293, 1998.

[10] R. Kitamura, “An evaluation of activity-based travel analysis,”
Transportation, vol. 15, no. 1/2, pp. 9–34, 1988.

[11] M. G. McNally, “An Activity-Based Microsimulation Model for
Travel Demand Forecasting,” in Proc. UCI-ITS-AS-WP, Eindhoven,
The Netherlands, 1996. [Online]. Available. http://escholarship.org/uc/
item/4z11d19q

[12] C. R. Bhat, J. Y. Guo, S. Srinivasan, and A. Sivakumar, Guidebook
on Activity-Based Travel Demand Modeling for Planners. Austin, TX:
Univ. of Texas Press, 2003.

[13] C. R. Bhat, J. Y. Guo, S. Srinivasan, and A. Sivakumar, “Comprehensive
econometric microsimulator for daily activity-travel patterns,” Transp.
Res. Rec., vol. 1894, pp. 57–66, 2004.

[14] L.-F. Chow, F. Zhao, M.-T. Li, and S.-C. Li, “Development and evaluation
of aggregate destination choice models for trip distribution in Florida,”
Transp. Res. Rec., vol. 1931, pp. 18–27, 2005.

[15] M. Fellendorf, T. Haupt, U. Heidl, and W. Scherr, “VISEM-an
activity chain based traffic demand model,” PTV AG, Karlsruhe,
Germany. [Online]. Available: http://cgi.ptv.de/download/traffic/library/
2000%20VISEM%20Activity%20Chain%20Based%20Modeling.pdf

[16] M. Ben-Akiva, H. F. Gunn, and L. A. Silman, “Disaggregate trip distribu-
tion models,” in Proc. Jpn. Soc. Civil Eng., 1984, no. 347, pp. 1–17.

[17] M. A. Pozsgay and C. R. Bhat, “Destination choice modeling for home-
based recreational trips: Analysis and implications for land-use, trans-
portation, and air quality planning,” Transp. Res. Rec., vol. 1777, no. 1,
pp. 47–54, 2001.

[18] M.-T. Li, L.-F. Chow, F. Zhao, and S.-C. Li, “Geographically stratified
importance sampling for the calibration of aggregated destination choice
models for trip distribution,” Transp. Res. Rec., vol. 1935, pp. 85–92,
2005.

[19] R. M. Pendyala, “Phased implementation of a muiltimodal activity-based
travel demand modeling system in Florida final report,” Dept. Transp.,
Tallahassee, FL, 2004.

[20] C. Cirillo and E. Cornelis, “Combing spatial and temporal dimensions in
destination choice models,” Transp. Res. Group, Namur, Belgium, 2003.

[21] A. Daly, “Estimating choice models containing attraction variables,”
Transp. Res. B, vol. 16, no. 1, pp. 5–15, Feb. 1982.

[22] C. Bhat, A. Govindarajan, and V. Pulugurta, “Disaggregate attraction-end
choice modeling: Formulation and empirical analysis,” Transp. Res. Rec.,
vol. 1645, pp. 60–68, 1998.

[23] A. S. Fotheringham, “A new set of spatial-interaction models: The theory
of competing destinations,” Environ. Planning A, vol. 15, no. 1, pp. 15–
36, 1983.

[24] A. S. Fotheringham, “Some theoretical aspects of destination choice and
their relevance to production-constrained gravity model,” Environ. Plan-
ning A, vol. 15, no. 8, pp. 1112–1132, 1983.

[25] A. S. Fotheringham, “Modeling hierarchical destination choice,” Environ.
Planning A, vol. 18, no. 3, pp. 401–418, 1986.

[26] A. Kikuchi, R. Kitamura, T. Yamamoto, and S. Fujii, “Simulating spa-
tial choices with quasi-continuous representation of urban space: An
application of MCMC algorithms,” in Proc. Transp. Res. Board 82nd
Annu. Meeting, Washington, DC, 2003, http://www.ltrc.lsu.edu/TRB_82/
TRB2003-001635.pdf

[27] A. Sivakumar and C. R. Bhat, “Comprehensive, unified framework for
analyzing spatial location choice,” Transp. Res. Rec., vol. 2003, no. 1,
pp. 103–111, 2007.

[28] T. Hyodo, N. Suzuki, and K. Takahashi, “Modeling of bicycle route and
destination choice behaviour for bicycle road network plan,” Transp. Res.
Rec., vol. 1705, no. 1, pp. 70–76, 2000.



YE AND WEN: STUDY OF DESTINATION SELECTION MODEL BASED ON LINK FLOWS 437

[29] N. Jonnalagadda, J. Freedman, W. A. Davidson, and J. D. Hunt, “Develop-
ment of microsimulation activity-based model for San Francisco,” Transp.
Res. Rec., vol. 1777, pp. 25–35, 2001.

[30] S. Schonfelder, K. W. Axhausen, N. Antille, and M. Bierlaire, “Exploring
the potentials of automatically collected GPS data for travel behavior
analysis-A Swedish data source,” in GI-Technol. fur Verkehr und Logistik,
J. Moeltgen and A. Wytzisk, Eds. Munster: Institut fur Geoinformatik,
Universitaet Munster, IfGIprints, 2002, no. 13, pp. 155–179.

[31] M.-W. He, “Study on disaggregate behavior model of urban residents
travel destination choice,” Kunming Univ. Sci. Technol., Kunming, China,
2007.

[32] L.-Y. Yao and H.-Z. Guan, “Combined model of trip generation and trip
distribution based on destination fascination,” J. Beijing Univ. Technol.,
vol. 33, no. 11, pp. 1177–1181, 2007.

[33] L.-X. Shao and Z.-Y. He, “Destination choice based on space–time prisms
and attracting ratios of different activity opportunity establishment,”
Geomatics Inf. Sci. Wuhan Univ., vol. 32, no. 6, pp. 481–484, 2007.

[34] E. Cascetta, “Estimation of trip matrices from traffic counts and survey
data: A generalized least squares estimator,” Transp. Res. B, vol. 18,
no. 4/5, pp. 289–299, 1984.

[35] V. Marzano, A. Papola, and F. Simonelli, “Limits and perspectives of
effective O-D matrix correction using traffic counts,” Transp. Res. C,
vol. 17, no. 2, pp. 120–132, 2009.

[36] Master Sci. Transp.J. L. Bowman, “Activity based travel demand
model system with daily activity schedules,” M.S. thesis,
Dept. of Civil and Environ. Eng., Massachusetts Inst. Technol.,
Cambridge, MA, Jun. 1995.

[37] X.-D. Liu and E. I. Pas, “Socio-demographics, activity participation and
travel behavior,” Transp. Res. A, vol. 33, no. 1, pp. 1–18, Jan. 1999.

[38] T. F. Golob and M. G. McNally, “A model of activity participation and
travel interactions between household heads,” Transp. Res. B, vol. 31,
no. 3, pp. 177–194, Jun. 1997.

[39] T. Adler and M. Ben-Akiva, “A theoretical and empirical model of trip
chaining behavior,” Transp. Res. B, vol. 13, no. 3, pp. 243–257, Sep. 1979.

[40] E. J. Candes and T. Tao, “Decoding by linear programming,” IEEE Trans.
Inf. Theory, vol. 51, no. 12, pp. 4203–4215, Dec. 2005.

[41] D. L. Donoho, “Compressed sensing,” IEEE Trans. Inf. Theory, vol. 52,
no. 4, pp. 1289–1306, Apr. 2006.

[42] R. Gribonval and M. Nielsen, “Sparse representations in unions of bases,”
IEEE Trans. Inf. Theory, vol. 49, no. 12, pp. 3320–3325, Dec. 2003.

[43] A. Cohen, W. Dahmen, and R. DeVore, “Compressed sensing and best
K-term approximation,” J. Amer. Math. Soc., vol. 22, no. 1, pp. 211–231,
2008.

[44] S. Boyd and L. Vandenberghe, Convex Optimization. Cambridge, U.K.:
Cambridge Univ. Press, 2004.

[45] I. Daubechies, M. Defrise, and C. De Mol, “An iterative thresholding al-
gorithm for linear inverse problems with a sparsity constraint,” Commun.
Pure Appl. Math., vol. 57, no. 11, pp. 1413–1457, Nov. 2004.

[46] M. Fornasier and H. Rauhut, “Iterative thresholding algorithms,” Appl.
Comput. Harmonic Anal., vol. 25, no. 2, pp. 187–208, Sep. 2008.

[47] R. Tibshirani, “Regression shrinkage and selection via the lasso,”
J. R. Stat. Soc. B, Methodol., vol. 58, no. 1, pp. 267–288, 1996.

[48] A. Hofleitner, E. I. Ghaoui, and A. Bayen, “Online least-squares estima-
tion of time varying systems with sparse temporal evolution and applica-
tion to traffic estimation,” in Proc. 50th IEEE CDC-ECC, Orlando, FL,
Dec. 12–15, 2011, pp. 2595–2601.

[49] J. Mairal, F. Bach, J. Ponce, and G. Sapiro, “Online dictionary learning
for sparse coding,” in Proc. 26th Int. Conf. Mach. Learn., Montreal, QC,
Canada, 2009, pp. 689–696.

[50] S. Lesage, R. Gribonval, F. Bimbot, and L. Benaroya, “Learning unions
of orthonormal bases with thresholded singular value decomposition,”
in Proc. IEEE Int. Conf. Acoust., Speech, Signal Process., France,
Mar. 18–23, 2005, pp. v/293–v/296.

[51] E. J. Candes, Y. C. Eldar, D. Needell, and P. Randall, “Compressed sens-
ing with coherent and redundant dictionaries,” Appl. Comput. Harmonic
Anal., vol. 31, no. 1, pp. 59–73, Jul. 2011.

[52] F.-Y. Wang and S.-M. Tang, “A framework for artificial transportation
systems: From computer simulations to computational experiments,”
in Proc. 9th IEEE Conf. Intell. Transp. Syst., Toronto, ON, Canada,
Sep. 17–20, 2005, pp. 1130–1134.

[53] F.-Y. Wang, “Parallel system methods for management and control of
complex systems,” Control Decis., vol. 19, no. 5, pp. 485–489, 2004.

[54] F.-Y. Wang, “Parallel control and management for intelligent transporta-
tion systems: Concepts, architectures, and applications,” IEEE Trans.
Intell. Transp. Syst., vol. 11, no. 3, pp. 630–638, Sep. 2010.

[55] F.-H. Zhu, S.-M. Tang, and K.-F. Wang, “One case study of parallel
transportation system,” in Proc. 2nd Nat. Conf. Parallel Control, Beijing,
China, Dec. 18–19, 2010, pp. 630–638, [CD-ROM].

[56] G.-Y. Ma, P. Li, and Y.-L. Yao, “Research on location of traffic counting
points for estimating origin-destination matrix,” in Proc. IEEE 6th Int.
Conf. ITS Telecommun., Chengdu, China, Jun. 2006, pp. 1216–1219.

[57] S.-J. Kim, K. Koh, M. Lustig, and S. Boyd, “An efficient method for com-
pressed sensing,” in Proc. IEEE Int. Conf. Image Process., San Antonio,
TX, Sep. 16–19, 2007, pp. III-117–III-120.

[58] C. Xie, K. M. Kockelman, and S. T. Waller, “Maximum entropy method
for subnetwork origin-destination trip matrix estimation,” Transp. Res.
Rec., vol. 2196, pp. 111–119, 2010.

[59] C. Xie, K. M. Kockelman, and S. T. Waller, “A maximum entropy-least
squares estimator for elastic origin-destination trip matrix estimation,”
Transp. Res. B, vol. 45, no. 9, pp. 1465–1482, Nov. 2011.

Peijun Ye is currently working toward the Ph.D.
degree in control theory and control engineering
with the State Key Laboratory of Management and
Control for Complex Systems, Chinese Academy of
Sciences, Beijing, China.

His main research interests include traffic flow
theory and optimization, traffic simulation, artificial
transportation systems, and intelligent transportation
systems.

Ding Wen (M’95–SM’99) is currently a Professor with the National University
of Defense Technology (NUDT), Changsha, China, where he is also a Senior
Advisor with the Military Computational Experiments and Parallel Systems
Research Center. He has published extensively and received numerous awards.
His main research interests include behavioral operation management, hu-
man resource management, management information systems, and intelligent
systems.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues false
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


