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Skew Estimation of Document Images Using Bagging
Gaofeng Meng, Chunhong Pan, Nanning Zheng, Fellow, IEEE, and Chen Sun

Abstract—This paper proposes a general-purpose method for
estimating the skew angles of document images. Rather than to
derive a skew angle merely from text lines, the proposed method
exploits various types of visual cues of image skew available in
local image regions. The visual cues are extracted by Radon trans-
form and then outliers of them are iteratively rejected through
a floating cascade. A bagging (bootstrap aggregating) estimator is
finally employed to combine the estimations on the local image
blocks. Our experimental results show significant improvements
against the state-of-the-art methods, in terms of execution speed
and estimation accuracy, as well as the robustness to short and
sparse text lines, multiple different skews and the presence of non-
textual objects of various types and quantities.

Index Terms—Bagging estimator, document image analysis,
floating cascade, Radon transform, skew estimation.

I. INTRODUCTION

N OWADAYS, the scanner is becoming a common device in
modern office for converting paper document into its dig-

ital format. Document skew commonly occurs during the scan-
ning process when paper documents are not fed properly into
the scanner. The existence of such artifacts will cause some sig-
nificant problems in the subsequent steps, such as page layout
analysis and character recognition. Skew estimation and correc-
tion, thus, becomes an important issue in the field of document
image analysis and understanding [1], [2].

Many methods have been developed to address the problem in
the past decades [3], [4]. The basic principle is to derive a skew
angle by exploring certain visual cues. Among these visual cues,
straight text lines are extensively studied. Many methods are,
thus, proposed — including the projection profiles based tech-
niques [5]–[9], the transition counts based techniques [10], [11],
the cross-correlation based techniques [12], [13], the Hough
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transform based techniques [14]–[18] and the nearest neighbor
clustering based techniques [19]–[22].

The projection profiles based method [5]–[9] is one of the
oldest but most effective approaches. Typically, the method first
calculates the projection profiles of a document image at var-
ious angles. Each projection profile is then evaluated by a cri-
terion function. The function should reach its maximum when
the projection profile is calculated at the correct skew angle.
Therefore, one can immediately determine the skew angle by
examining the maximum of the function. The projection pro-
files based method works efficiently for various document im-
ages. However, its performance often deteriorates with short and
sparse text lines, the presence of nontextual objects and image
noises caused by imperfect scanning.

Instead of accumulating the pixel values in an 1-D array, the
transition counts based method [10], [11] counts the numbers of
transitions between foreground and background pixels and ac-
cumulates them in a histogram. Maximum variance of transition
counts is often taken as the criterion function for determining the
skew angle [11].

The basic idea of cross-correlation based method comes from
an observation that the correlation between any pair of vertical
lines at a fixed distance is generally maximized, if the shift dis-
tance along the vertical direction meets the intercept incurred
by the skewed horizontal text lines [12], [13]. The method has a
low computational complexity, but is sensitive to document lay-
outs and the presence of nontextual objects.

Hough transform is another widely used technique for skew
detection [14]–[16], [18]. It first transforms an image into its
parameter space and then searches for the local maxima of the
space to estimate the skew angle. Hough transform can not be
directly implemented in the real-scanned document images due
to its great memory demanding and high time complexity. Many
efforts are, thus, made to reduce the computations by mini-
mizing the number of transformations performed [16], or re-
ducing the amount of input data by using a simplified represen-
tation of image, such as block adjacent graph (BAG) [15], [17],
[18].

The nearest neighbors clustering based method [19]–[22] first
extracts connected components from a document image. For
each component, the direction of its nearest neighbor is esti-
mated and accumulated in a histogram. The angle that corre-
sponds to the maximum peak of the histogram is taken as the
dominant image skew [19]. The nearest neighbors clustering
based method is generally slow since the components labeling
procedure has a quadratic time complexity , where is
the number of components in a document image. Furthermore,
to eliminate the false maxima in the histogram, small or large
nontextual components are necessary to be filtered in a prepro-
cessing step [20], [21]. This may also increase the computa-
tional cost.
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In general, the straight text lines based methods work well
for most document images. However, these methods are often
severely affected by the presence of scan-introduced distortions
and large areas of nontextual objects. Recently, many other
image visual cues, such as straight lines of tables, border lines
of textual blocks, edges of inserted graphics and straight strokes
of large characters, have been exploited as well in the literature.
Liu et al. [23] proposed a method for skew estimation by
using the border lines extracted from text or nontext regions.
Chou et al. [24] proposed a method based upon the piecewise
covering of objects by parallelograms. Yuan et al. [25] made
use of the border lines of convex hull of image components and
their groups for skew estimation. These methods are capable of
tolerating the presence of nontextual objects in the image, like
forms, tables, pictures and scanning noises.

Although skew estimation has been studied for decades,
finding faster and more robust algorithms remains an inter-
esting topic. The difficulties are multifold. A robust method
has to be capable of coping with document images with com-
plicated layouts, low image resolutions, significant amounts of
scanning artifacts, sparse and short text line, multiple skews
due to page distortion, and nontextual objects of various types
and quantities. Additionally, some practical document images
may consist of complex backgrounds or inaccurate visual cues
of skew, e.g., handwritten document images.

To address these difficulties, one way is to use multiple visual
cues of image skew. This is often beneficial especially when
one kind of visual cues is absent in the image and the others
are plentiful. Following this idea, we propose a general-purpose
method in this paper for skew estimation by integrating multiple
local visual cues of image skew using a bagging estimator.

The proposed method is full-ranged , extremely ro-
bust to excessive noises and the presence of large areas of non-
textual objects, and highly competitive in estimation accuracy
and execution speed. Moreover, our method does not require
additional preprocessing steps to remove image noises, to ex-
tract textual regions or to segment characters. These remain po-
tential problems in the field of document image analysis. The
proposed method is applicable to a wide variety of document
images, including textual documents, line-drawing documents,
handwritten documents and document images with sparse and
short text lines, scan-introduced distortions and large areas of
nontextual objects of various types and quantities.

II. BASIC PRINCIPLE

Let be an image block that is randomly drawn from a
skewed document image . Denote the skew angle of and

a skew estimator on the image block . The skew estima-
tion on image blocks using bagging (bootstrap aggregat ing) is
the average over of [26], i.e.,

(1)

where is the underlying sampling probability function
of on .

Bagging is an effective way to improve the accuracy of esti-
mation [27]. Breiman pointed out that the instability of the esti-

Fig. 1. Overview of the proposed method. It consists of three modules: image
blocks division, image blocks selection, and skew angle estimation.

mation method is the vital element of bagging [26], i.e., if per-
turbing can cause significant changes in , then bagging
can improve accuracy.

Considering the mean-squared estimation error of on ,
we have

(2)

Using and applying the inequality
to the third term in (2) gives

(3)

One can see from the above inequality that the squared error
of bagging estimation is always lower than the mean-squared
error averaged over of .

Generally speaking, the accuracy of skew estimation on an
image block depends upon two factors, namely, the block skew
estimator and the image block . Employing a robust skew
estimator is essential for an accurate skew estimation. On the
other hand, taking an informative image block with sufficient
visual cues of image skew, say, a textual block, is also critical
for a highly accurate skew estimation.

Notice that the inequality in (3) always holds. This motivates
us to further enhance the bagging estimation in an indirect way.
Specifically, rather than to directly decrease , we en-
deavor to reduce its upper bound, i.e.,

(4)

Intuitively, by minimizing its direct upper bound, the error of
bagging estimation can be depressed accordingly, thus, giving
an improvement on the estimation.

Basically, if an image block contains sufficient informative
cues and the block skew estimator is accurate, the squared
estimation error on , i.e., , will be quite small. As
a result, to minimize (4), we have at least two tricks: to employ
a robust block skew estimator and/or to take an optimal
block sampling function , which draws the informative
image blocks from a document image with high probabilities.

In the proposed method, Radon transform based skew es-
timator is used. The estimator is robust and adaptive to var-
ious types of image blocks, including textual blocks, graphic
blocks and their mixture. To make an optimal block sampling
function , we first generate a group of local image
blocks, and then a resample procedure is implemented through
a floating cascade to reject outliers, which contain few or erro-
neous cues of image skew. The resample procedure can be con-
sidered as an iterative approximation to the optimal sampling
function .
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Fig. 2. Energy functions of Radon transform. (Top) various types of local image blocks, (bottom) the corresponding energy functions of Radon transform.

III. SKEW ESTIMATION USING BAGGING

An overview of the proposed method is illustrated in Fig. 1.
An input image is first divided into squared blocks. Then visual
cues of image skew within each local image block are extracted
using Radon transform. The outliers of them are iteratively re-
jected through a floating cascade. The skew angle of image is
finally achieved by combining estimation results on the selected
image blocks.

A. Image Blocks Division

Many methods have been proposed to draw local blocks from
a document image. Avanindra et al. [28] presented a method
based upon Monte Carlo sampling. The basic idea is that the
skew angle can be correctly estimated provided that more than
half of the sampled blocks are textual. This method works well
for the document images that are dominant in text lines. How-
ever, if text lines in an image are sparse, the performance will
be badly degraded.

In our method, a document image is divided into nonover-
lapped squared blocks with equal size . The block size

is set proportionally to the image width or height to make it
adaptive to different image resolutions. Every image block is
also verified and the blank ones that contain few edge points are
dropped.

B. Radon Transform

The Radon transform of an image block is an integral
transform consisting of the integral of the image function over
straight lines [29]. Given the straight line defined parametrically
by

(5)

where is the distance from the origin and is the angle from
the axis, the Radon transform of an image function is
defined by

(6)

For a fixed angle , can be viewed geometrically as
the projections of image data at .

Based upon , we define an energy function of
Radon transform of with respect to by

(7)

For a fixed , is actually the squared deviation of
image projections from zeros. Generally, is highly
peaked for an informative image block. Its maximum corre-
sponds to the skew angle of the block. As a consequence, one
can estimate the skew angle of by

(8)

The above criterion for skew estimation may fail for image
blocks with few informative visual cues of image skew. This
occurs frequently when there are much graphics in the docu-
ment. However, if a local image block contains sufficient cues
of image skew, the estimator can often produce the correct re-
sults even though the block includes some nontextual objects.
Shown in Fig. 2 are several examples of energy functions of
Radon transform on various types of local image blocks.

C. Image Blocks Selection

We commonly observe that some image blocks are noninfor-
mative or even erroneous, especially when few visual cues of
image skew are available. Eliminating such outlier blocks from
the bagging estimation will help to improve its accuracy.

Blocks selection can be efficiently implemented through a
cascade (see Fig. 3). Let be the total number of stages in the
cascade, and denote and the angular resolu-
tion and the estimated skew angle of image at the th stage, re-
spectively. Without loss of generality, we initially set
and for skew estimation in .

For each image block , its energy function of
Radon transform is calculated at a sequence of angles

, which are quantized by from a detection range
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Fig. 3. Schematic diagram of blocks selection cascade. Image blocks are
passed through each stage of cascade to iteratively reject noninformative ones.

Fig. 4. Refinement of skew estimation by using the symmetry of peak.

. The approximate skew angle
of at the th stage can, thus, be estimated by

(9)

Here, is the discrete version of
with respect to an angular resolution . The skew angle of
image at the th stage can be estimated by summing up the en-
ergy functions of each image block, i.e.,

(10)

Finally, we reject the image blocks that satisfy
. The rest image blocks are then passed to the next stage for

further selection at a refined angular resolution. The procedure
above is repeated until termination conditions for blocks selec-
tion are satisfied. More details will be discussed in Section IV.

D. Skew Angle Estimation

Denote

(11)

and the skew angle of image estimated by (10), where is
the angular resolution of the last stage of cascade.

We observe that a roughly symmetric peak always appears
around the maximum of . As stated by Baird
in [5], this symmetry of the maximum peak can be exploited
to improve the estimation of . Here, we take three points of

around its maximum peak and calculate
their symmetric center to refine the estimation, as illustrated in
Fig. 4, i.e.,

(12)

where , and .

Fig. 5. ���� � � of an informative image block �� � � � � � ��� �.

IV. CASCADE DESIGN

In this section, we will discuss several issues about the design
of cascade for blocks selection, including angular resolutions
determination, optimal cascade design and termination condi-
tions for a floating cascade.

A. Angular Resolution

For an informative image block , we assume in this section
that its skew angle can be correctly estimated by the Radon
transform based skew estimator, i.e.,

The largest angular resolution that can be used for the cascaded
skew estimation of is closely related to the major peak of

.
To exploit this property, we introduce a continuous angle set

, satisfying:
1) ;
2) For all , increases monotonically if

and decreases monotonically if ;
3) ;
4) , that satisfies the above three conditions.
Geometrically, is the span range of the major peak of

that corresponds to . Notice that varies
with and , so we can rewrite it as . An example of
the angle set of an image block is illustrated in Fig. 5.

To reveal the role of in the cascaded block skew es-
timation, we consider its essential size defined by

(13)

where is the length of an interval.
A correct cascaded skew estimation is closely related with

. We have the following proposition.
Proposition 1: For an informative image block with a skew

angle , the correctness of its approximate skew estimation at
the th stage can always be ensured, i.e., ,

, if , such that .
The proof is straightforward. One has to notice that the ap-

proximate skew angle of an informative image block can always
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Fig. 6. Some examples of 500 local image blocks manually selected for calcu-
lating the distribution of ������.

Fig. 7. Cumulative probability distribution of �������� � ��� � on the 500
manually selected informative image blocks.

be correctly estimated by (9) if at least one of its quantized an-
gles at the th stage falls into . Obviously, this always holds
for .

To explore the statistic property of , we manually se-
lected 500 informative image blocks of various types from a
wide variety of document images. An image block is selected
based upon our visual inspection if we think some visual cues
of image skew are available in the block. Though the selection of
informative image blocks is somewhat subjective, it does reflect
our common sense in the skew estimation of document images.
Some examples of the selected informative image blocks are il-
lustrated in Fig. 6.

We calculate for the selected 500 image blocks at
. The cumulative probability distribution is illustrated in

Fig. 7. From the result one can observe that the of more
than 95% of image blocks is larger than 10 . The percentage
begins to drop rapidly as is beyond 10 . This implies that
more erroneous estimations are likely to happen if a larger an-
gular resolution is adopted. As a result, we empirically limit the
largest angular resolution of each stage to 10 .

B. Optimal Cascade Design

The computational cost for selecting an informative image
block with size is , where is the total number

of angles used for quantizing the skew detection range of each
stage. Following from the procedure of blocks selection, we
have

(14)

where is the angular resolution of the th
stage.

Normally, it is not necessary to use a large block size for
an approximate block skew estimation. As a result, we can re-
duce the computational cost by decreasing the block size using
image down-sampling techniques. Alternatively, we can choose
the stage number and the angular resolution
of each stage to construct an optimal cascade.

Taking the derivative of (14) with respect to each
and letting it be zero, we have

(15)

or equivalently

(16)

Substituting (16) into (14) gives

(17)

The optimal and that minimize can be
derived from (15) and (17), if the minimum angular resolution

is selected. Recall that we limit the largest angular resolu-
tion of each stage to 10 , i.e., . Therefore, if we select
the minimum angular resolution , an optimal cas-
cade with stages can be derived from (17). Accordingly,
the angular resolution of each stage can, thus, be determined as

, , , , and
, respectively. By using an optimal cascade, the total

computational cost for selecting an informative image block can
be decreased to , while the original computational cost
is .

C. Floating Cascade

Practically, some document images, such as handwritten
pages and scanned documents with curved text lines, consist
of inaccurate cues of image skew. The skew angles of such
images are often vaguely defined. As a result, it is impossible
to make a highly accurate skew estimation for these images.
In this case, the process of block selection is not necessary to
be continued at stages with smaller angular resolutions. Using
a floating cascade, which has a varying number of stages that
is adaptive to the accuracy of image skew estimation is, thus,
very advantageous.

For each image block , we can estimate its approximate
skew angle by (9) and then accumulate it in an array

. The overall skew angle of image can
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Fig. 8. Process of blocks selection for a document image with text and picture mixed. Totally 6 stages are employed in the floating cascade. (Top) blocks to be
selected at each stage (painted in green), (bottom) the accumulation of block skew and the sum of block energy functions. (a) Stage 1, (b) Stage 2, (c) Stage 3,
(d) Stage 4, (e) Stage 5, and (f) Stage 6.

Fig. 9. Blocks selection on document image with complex background. The process of blocks selection stops at the fourth stage.

be estimated by (10). Alternatively, it can be estimated through
a majority voting, i.e,

(18)

The two estimations are generally consistent with each other
at each stage of cascade. However, if few accurate visual cues
are available in an image, a deviation between the two estima-
tions will appear. This leads us to an empirical termination con-
dition for image blocks selection.

The procedure of blocks selection in the cascade is terminated
if one of the following conditions is satisfied:

1) ;
2) ;
3) and , where

is a prescribed threshold.
The process of blocks selection for a document image with

text and picture mixed is illustrated in Fig. 8, in which a cascade
with a total of six stages is employed.

Blocks selection using a floating cascade can be adaptive to
the estimation accuracy. For images with accurate visual cues of
image skew, blocks selection is able to be implemented through
more stages, while for images without accurate visual cues, such
as handwritten documents, the process of blocks selection is
often ceased at the early stage of cascade.

In addition, using a floating cascade for block selection is also
beneficial for much complex document images. Shown in Fig. 9
is an example of block selection for image with complex back-

ground. In the example, the textual blocks, which are desirable
for image skew estimation, are selected. Note that textual region
detection is not necessary in the process.

V. EXPERIMENTAL RESULTS

To evaluate the performance of the proposed method, three
experiments are implemented on the University of Washington
English Document Image Database III (UWDB-III). The first
one is on the synthetic images. The skew angles of these images
are exactly 0 , so they are quite suitable for testing the correct-
ness and accuracy of the proposed method. The second one is
performed on the 1600 images scanned from real printed Eng-
lish journals. The goal of this experiment is to test the robust-
ness of the proposed method to noises, spare and short text lines,
and the presence of large areas of nontextual objects etc. The
third one is a comparative experiment on UWDB-I, which aims
to make a comparison of our method with the state-of-the-art
methods that were evaluated on the same dataset.

In the following experiments, we empirically set the block
size for image blocks division, where

and are the image width and height, respectively.

A. Synthetic Document Images

In this experiment, the proposed method is first applied to the
original synthetic images in UWDB-III. Afterwards, each of the
synthetic images is randomly rotated to 10 different angles in
the range of . The proposed method is then applied to the
rotated images.
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Fig. 10. Skew estimation error rate on the synthetic document images in
UWDB-III. Each of synthetic images is randomly rotated to ten different angles
in the range of ��� .

Fig. 11. Skew estimation error rate on the 1600 real-scanned document images
in UWDB-III.

Fig. 10 gives the experimental results on the original and ro-
tated images. For the original synthetic images, the average ab-
solute error is 0.007 and the standard deviation is 0.009 . The
absolute error is defined as the absolute difference between the
estimated skew angle and the given ground-truth. For the rotated
images, the average absolute error is 0.011 and the standard de-
viation is 0.014 . The accuracy is slightly lower than that on the
original images. This is mainly due to the image quantization
errors introduced by image rotation.

B. Real-Scanned Document Images

Fig. 11 shows the skew estimation error rate on the 1600 real-
scanned document images. The average absolute error on the
testing dataset is 0.097 and the standard deviation is 0.118 .

In comparison with the results on the synthetic images, the ac-
curacy on the real-scanned images has an obvious decline. Actu-
ally, unlike the synthetic images, the ground-truths for the real-
scanned document images are unknown and difficult to be pre-
cisely determined. This is especially true for document images
with inaccurate cues of image skew, such as handwritten doc-
uments and scanned documents with multiple different skews.
Consequently, it is better in practice to set a reasonable error
range for evaluating the estimation results of these images. That
is to say, if the estimation error falls into a permissible range,
we can accept it. From Fig. 11, one can see that for more than
90% of images, the estimation errors of our method fall within

Fig. 12. Performance comparison using the real-scanned document images in
UWDB-I. (See Table I for the numerical values).

TABLE I
PERFORMANCE COMPARISON OF FIVE METHODS USING

THE REAL-SCANNED DOCUMENT IMAGES IN UWDB-I

a range of . Such small errors, in fact, give rise to a dif-
ference of only few pixels in a text line, which are difficult to be
perceived by human eyes. This demonstrates the effectiveness
of our method.

The average running time of our method is less than 200 ms
for a document image in UWDB-III pixels . The
experiment is implemented by VC6.0 on an Intel Pentium IV
PC with 2.8 GHz CPU and 1 GB RAM.

C. Comparisons

In this experiment, we make a comparison of our method
with four published works that were evaluated on UWDB-I by
Chen et al. [30] (the creators of the UW database), Bloomberg
et al. [31] and Yuan et al. [21], [25], respectively.

The accumulated percentages of images versus the absolute
estimation errors of the five methods are given in Table I. Their
figures are also illustrated in Fig. 12. Since Chen et al. [30] and
Bloomberg et al. [31] did not provide numerical results in their
published papers, we adopt the comparative data presented by
Yuan et al. [25].

As shown in Table I, within 0.1 of absolute error, Chen’s
method performs the best at 86% with manually fine-tuned pa-
rameters. Followed is our method at 67%, then is Yuan(PR2007)
at 61% and Chen’s method in its automatic mode at 55%. All the
methods can estimate the skew angles of about 99% of testing
images within 0.5 in their best parameter settings.

If all the methods are set in their automatic mode, our method
performs the best. As shown in Table I and Fig. 12, within 0.2
of absolute error, the performance of our method is superior
more than 5% to the best one that is ever reported on UWDB-I
by Yuan et al. [25].
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TABLE II
SKEW ESTIMATION ERRORS OF IMAGE L01DSYN

WITH DIFFERENT NOISE DENSITY LEVELS

TABLE III
SKEW ESTIMATION ERRORS OF IMAGE L01DSYN (SKEW ANGLE: 10.420 )

WITH DIFFERENT REDUCTION RATIOS (R. R.)

VI. DISCUSSION

In this section, we discuss several performance issues about
the proposed method, including its sensitivity to image noises,
image sizes, script languages and text font sizes.

A. Sensitivity to Image Noises

Table II gives the skew estimation errors of a randomly se-
lected synthetic image L01DSYN from UWDB-III. The image
is rotated counterclockwise 10.420 and then salt & pepper
noises with different level densities are added onto the rotated
image.

From the table, one can observe that the estimation error in-
creases with the deterioration of image quality. This is con-
sistent with our intuition. As the noise density increases, vi-
sual cues of image skew are ruined and difficult to be robustly
extracted.

Excessive document noise presents a serious problem for
skew estimation. Shivakumara et al. [32] proposed an efficient
skew estimation method using boundary growing, which can
work under noise density up to 0.05 level but not beyond. In
comparison, our method can tolerate noise density up to 0.3
level without any additional preprocessing step to eliminate the
noises in advance.

B. Sensitivity to Image Sizes

Table III shows the estimation results on the image L01DSYN
(image size: 3300 2550, resolution: 300 dpi) with different re-
duction ratios. The image is reduced to 80%, 60%, 40%, 20%,
10%, 5% of its original size, respectively. One can see from the
results that the image size has a minor impact on the estimation
results. The estimation accuracy does not drop sharply until the
image is reduced to 5% of its original size, i.e., 165 127 (res-
olution: 15 dpi). Actually, in such a sufficiently reduced image,
the quantization errors of the image are overwhelming and very
few visual cues are remained for an accurate skew estimation.

Nevertheless, by a simple calculation that
, one can see that the accuracy on the reduced

image (5% of the original size, resolution: 15 dpi) is still better
than the highest accuracy achieved by linear regression. This
demonstrates the superiority of our method over those based
upon linear regression analysis.

C. Sensitivity to Script Languages

Since all the samples in UWDB-III are English documents,
the experiment on UWDB-III is insufficient to evaluate how

TABLE IV
AVERAGE ABSOLUTE ERRORS (AAE) AND STANDARD DEVIATIONS (S. D.) OF

IMAGES IN DIFFERENT LANGUAGES

the proposed method works on document images in other lan-
guages. For this purpose, we make six textual images with A4
size at 200 dpi, consisting of Chinese, Japanese, Korea, French,
Indian, and Arabic texts, respectively. In the experiment, the six
images are first randomly rotated to 10 different angles within

, resulting in totally 60 new images. The proposed method
is then applied to the 60 rotated images. The average absolute
errors and standard deviations on each class of images are listed
in Table IV.

From Table IV, one can observe that the accuracy on different
script languages varies in a narrow range between 0.005 and
0.05 . This reveals that the proposed method is less affected
by script languages. However, script languages do affect some
methods using base points fitting, since the fiducial points of
characters may differ distinctly in different languages and some-
times are difficult to extract due to the adhesion of characters.
For example, Indian characters are often connected by a head
line (shirorekha or matra). It may cause serious problems for
components analysis based methods [18] due to the difficulty of
characters segmentation.

It is also interesting to investigate the small variations of ac-
curacy on different languages. Chinese, Japanese and Korea are
orient languages. Characters in these documents are generally
mono-spaced and loosely aligned in a text line. The overall ac-
curacy for these images is about 0.05 . For the nonorient lan-
guage documents, such as French, Indian or Arabic documents,
the accuracy is near 0.01 , slightly better than that of orient lan-
guages. This is mainly because the nonorient characters are al-
ways aligned more compactly than the orient characters and,
thus, can provide much accurate visual cues for skew estimation.

For the orient language documents, the accuracy of Chinese
document is about 0.03 , higher than that of 0.046 of Korea
document and 0.05 of Japanese document. Chinese charac-
ters are square character with a uniform size. Consequently, its
alignment within a text line is much more regular than those
of Korea and Japanese documents. The latter is often a mixture
of Chinese words and some other types of characters, such as
Japanese katakana and English words.

For the nonorient language documents, Indian document
has the highest accuracy at 0.005 . Followed is that of Arabic
documents at 0.01 and that of French documents at 0.016 .
The short head lines that connect Indian characters may cause
problems for components analysis based methods. But for our
method, they instead provide much accurate cues for skew
estimation.

D. Sensitivity to Font Sizes

Table V gives the experimental results on document images
with different font sizes. We make ten English document im-
ages using the typeface of Times New Roman with font sizes
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TABLE V
AVERAGE ABSOLUTE ERRORS (AAE) AND STANDARD DEVIATIONS (S. D.) OF SYNTHETIC IMAGES WITH DIFFERENT FONT SIZES

ranging from 10pts to 48pts. In the experiment, each image is
first randomly rotated to 10 different angles within and
the proposed method is applied to the rotated images. From the
results, one can see that text font size has a minor impact on the
accuracy of the proposed method. The accuracy on images with
36pts font size is not significantly different yet to those on the
images with smaller font sizes.

Generally, characters in images with large font sizes are
sparsely distributed. As a result, once the image is divided into
blocks, the number of characters within one block is often very
small. The alignment of characters is, thus, inadequate for the
block skew estimation. But on the other hand, the strokes of
characters become prominent in this case, the horizontal or
vertical directions of which provide reliable indications of the
correct image skew. The proposed method is able to take good
advantage of these local cues for a robust skew estimation.

VII. CONCLUSION

In this paper, we have proposed a general-purpose and
accurate method based upon bagging for skew estimation of
document images. The excellent performance of the proposed
method benefits much from the combination of a variety of
local image visual cues. Such visual cues are proven to be
complementary to each other for skew estimation. The visual
cues are first extracted by Radon transform and then the outliers
of them are iteratively rejected through a floating cascade. A
bagging estimator is finally employed to combine the visual
cues on local image blocks.

To evaluate the performance of the proposed method, a se-
ries of large-scale experiments based upon UWDB-III are con-
ducted. The experimental results show that the proposed method
is an accurate and general-purpose method. It is highly compet-
itive in execution speed and estimation accuracy, and extremely
robust to document noises, multiple different skews, short and
sparse text lines, and the presence of large areas of nontextual
objects of various types and quantities.
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