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A Semisupervised Context-Sensitive Change
Detection Technique via Gaussian Process

Keming Chen, Zhixin Zhou, Chunlei Huo, Xian Sun, and Kun Fu

Abstract—In this letter, we propose a semisupervised contex-
t-sensitive technique for change detection in high-resolution multi-
temporal remote sensing images. This is achieved by analyzing the
posterior probability of probabilistic Gaussian process (GP) clas-
sifier within a Markov random field (MRF) model. In particular,
the method consists of two steps: 1) A semisupervised initialization
exploits both labeled and unlabeled data based on a probabilistic
GP classifier, and 2) an MRF regularization aims at refining the
posterior probability by employing the spatial context informa-
tion. In particular, both edge information and high-order potential
are utilized in MRF energy function formulation. Experimental
results obtained on real remote sensing multitemporal imagery
data sets confirm the effectiveness of the proposed approach.

Index Terms—Change detection, Gaussian process (GP), high-
-resolution (HR) image, Markov random field (MRF).

I. INTRODUCTION

COMPARED with unsupervised and supervised ap-
proaches, semisupervised change detection approaches

recently have attained great attention in remote sensing field.
From an operational point of view, these approaches are based
on a more realistic assumption that, beginning with a small
amount of labeled examples, the learning algorithm can equip
itself with enough knowledge by taking advantage of abundant
unlabeled data. Recently, kernel-based methods, such as sup-
port vector machine (SVM) and Gaussian process (GP), have
been applied popularly to semisupervised remote sensing image
change detection [1]–[5]. In [1], the promising semisupervised
approach and the powerful SVM classifier were combined and
applied to multispectral remote sensing image change detec-
tion. In contrast to SVM classifiers, GP classifiers have not yet
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received sufficient attention from the remote sensing commu-
nity [6], although the GP classifier is a theoretically attractive
statistical model permitting a fully Bayesian treatment. In [3], a
semisupervised change detection method was proposed to take
advantage of both labeled and unlabeled data based on recent
development in GP classifiers named null category noise model
(NCNM) [7]. Experimental results on multitemporal remote
sensing images reported in [3] have shown that NCNM could
compete seriously with the state-of-the-art transductive SVM
(TSVM) classifier for change detection. In spite of satisfactory
performance, the approach does not take into account the spatial
contextual information contained between neighboring pixels
in the decision process, which may result in isolated noise in the
final change map and may decrease change detection precision.
To overcome the limitations imposed by neglecting the inter-
pixel class dependence, Markov random field (MRF) model
is popular in modeling image spatial context among pixels in
neighborhood. Bovolo and Bruzzone [4] and Tarabalka et al.
[8] had investigated the integration of SVM technique within
an MRF framework, and good performance was reported.

With the advent of high-resolution (HR) satellite images,
many new characters for HR image change detection enter in
the focus. On the one hand, statistical distributions of these
images become more complex, and the common unary and
pairwise clique potentials in MRF model are insufficient for
modeling rich statistics of a complex scene. As a result, even
the global minimum of the MRF energy function may not
correspond to the desired results [9]. On the other hand, more
features, such as edge information and complicated structure
interactions, may play their relevant roles in improving the
performance of HR imagery change detection. Guiding the
detection process with some helpful information possibly is a
promising way.

In this letter, we propose a semisupervised context-sensitive
technique for HR remote sensing image change detection via
GP initialization and MRF regularization (named S2CS-GP).
The first step which is a popular semisupervised kernel-based
initialization allows abundant unlabeled samples to be fully
exploited in the GP classifier training process. Instead of a
binary change map, the GP classifier predicts a probability
value for every sample indicating to which degree the pixel
will be detected as the changed one. To overcome the short-
comings of the GP classifier, the second step aims to employ
the spatial contextual information for refining the GP posterior
probabilities. This is achieved by means of MRF regularization.
In particular, both edge information and high-order potential are
utilized in MRF energy function formulation. The structure of
the proposed approach is shown in Fig. 1.
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Fig. 1. Flowchart of the proposed S2CS-GP method.

The outline of this letter is as follows. In the next section,
the S2CS-GP change detection scheme for HR images is pre-
sented. Experimental results are discussed in Section III, and
conclusions are drawn in Section IV.

II. METHOD

Supposing two coregistered multitemporal images X1 and
X2, we aim to generate a binary change map Y indicating
the changes and unchanges that occurred on the surface. De-
note a training set T = {Xt, Yt} consisting of training data
Xt = [x1 x2 · · · xl]

T accompanied with a label set Yt =
[y1 y2 · · · yl]

T, where Xt is the difference image produced
by Xt = |X1 −X2| and l is the size of the training set. To
each vector xi ∈ �d (d is the dimension of the feature set),
a target yi ∈ {+1,−1} is associated, i.e., f : xi → yi (i =
1, 2, . . . , l). Given the training set T , the goal is to learn a
mapping function f ∗ : x∗

i → y∗i (i = l + 1, l + 2, . . . , n) that
predicts the label of a testing sample x∗

i ∈ X∗ in the testing
set X∗ = [x∗

l+1 x
∗
l+2 . . . x∗

n]
T, where y∗i ∈ Y ∗ is unknown.

A. Probabilistic GP Change Detection

Under the probability framework, {x∗
i , y

∗
i } is regarded to be

subject to certain distribution p(x�
i , y

�
i ) which is a joint dis-

tribution on X∗ × Y ∗. When functional form of the posterior
is known, a semisupervised learning problem is to determine
p(y∗i |x∗

i ,xi, yi) from labeled examples {(xi, yi)}li=1 ∈ T with
aid of unlabeled samples x∗

i ∈ X∗ (i = l + 1, l + 2, . . . , n).
Thus, the probability of class membership is decomposed as

p (y∗i |x∗
i , T ) =

∫
p (y∗i |f ∗) p (f ∗|x∗

i , T ) df
∗ (1)

where p(y∗i |f ∗) is the noise model and p(f�|x∗
i , T ) is the

process model.
GP is a collection of random variables, any finite number of

which has a joint Gaussian distribution [10]. It is fully specified
by its mean function m(xi) and covariance function k(xi,xj).

With the GP prior p(f) = GP (m, k), the distribution of the
process model corresponds to a test case

p (f ∗|x∗
i , T ) =

∫
p (f ∗|Xt, x

∗
i , f) p(f |T )df. (2)

For the noise model, the NCNM proposed in [7] involves a
transductive learning process under a probabilistic framework
in the presence of unlabeled data. Instead of traditional two
categories, NCNM maps a latent process variable f ∗ into three
categories, specifically to the never used label “0” when f ∗ is
around zero

p (y∗i |f ∗) =

⎧⎨
⎩

H
(
−
(
f ∗ + 1

2

))
, y∗i = −1

H
(
f ∗ + 1

2

)
−H

(
f ∗ − 1

2

)
, y∗i = 0

H
(
f ∗ − 1

2

)
, y∗i = 1

(3)

where H(·) is a Heaviside step function. Under the given
assumptions in [7], unlabeled data can indeed influence the
position of the decision boundary, which is similar to the margin
in the context of TSVM classifiers. Model selection for GP
involves choosing the kernel parameters and the noise variance.

Remarkably, instead of labeling the pixel in the change map
as hard changed or unchanged class, each pixel is marked with a
probability value indicating to which degree it will be detected
as the changed one by the GP classifier.

B. MRF Regularization

As the GP classifier gives the predictions without considering
the correlations between spatially adjacent pixels, it is wise
to carry out a spatial regularization of the pixelwise change
map. Conventional framework for such problems is the search
for maximum a posteriori (MAP) configurations in an MRF
model, which is formulated as minimizing an interaction energy
function E

E =
∑

x∗
i
∈X∗

Eu (x
∗
i , y

∗
i ) +

∑
j∈N

Ep

(
y∗i , y

∗
j

)
(4)

where N is a second-order spatial neighborhood system, Eu is
the unary potential, and Ep represents the pairwise potential.

According to Bayes rule, the MAP labeling for pixel x∗
i ∈

X∗ (i = l + 1, l + 2, . . . , n) is defined as

P (Y ∗|X∗) =
P (X∗|Y ∗)P (Y ∗)

P (X∗)
. (5)

Under the MRF framework, supposing that the condition prob-
ability on each pixel is independent, the condition probability
P (X∗|Y ∗) is decomposed into a product as

P (X∗|Y ∗) =
n∏

i=l+1

p (x∗
i |y∗i )

=

n∏
i=l+1

p (y∗i |x∗
i ) p (x

∗
i )

p (y∗i )

=

n∏
i=l+1

p (y∗i |x∗
i )

p (y∗i )

n∏
i=l+1

p (x∗
i ) . (6)
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Substituting the condition probability (6) into (5), we get

P (Y ∗|X∗)=
n∏

i=l+1

p (y∗i |x∗
i )

p (y∗i )
P (Y ∗)

n∏
i=l+1

p (x∗
i ) /P (X∗). (7)

The prior probability P (Y ∗) models the intrapixel inter-
actions which seek to keep the labels within neighborhood
smoothness. Traditionally, multilevel logistic (MLL) model has
been widely utilized under the assumption that pixels in a
neighborhood present some coherence

p(Y ∗) =
1

Z
exp

⎛
⎝−

∑
y∗
j
∈N

β · δ
(
y∗i , y

∗
j

)⎞⎠ (8)

where N represents the clique types in the neighborhood sys-
tem of y∗i . δ(•) is an indicator function, and β is the smooth
weight coefficient.

Picking some insights from the MLL model, we may find that
the MRF spatial context model functions as a penalty for the
existence of boundary between pixel pairs. However, a spatial
context model with constant parameters penalizing equally for
all boundary pixel pairs may be no longer suitable for a complex
scene. As edge is a boundary or contour in an image, it is
a prominent clue to indicate the significant change occurring
between the multitemporal image pairs. Specially, changes in
multitemporal remote sensing images usually go along with
the appearance or disappearance of some edges. When changes
take place, there will be some alterations of edges between
the images. In addition, pixels located in different sides of an
edge usually have different labels in the final change map and
are weakly influenced by its neighboring pixels, while pixels
located far from edges are more likely to be assigned the same
labels and have tight correlations among them. Therefore, edge
is a helpful feature to improve the performance of the spatial
context model. Inspired by these observations, the proposed
S2CS-GP intends to adopt an adaptive MRF spatial context
model with the alterable parameters which applies a greater
penalty to weaker edges for punishing the label inconsistency
in homogeneous area.

Although the second-order MRF model is popular for
modeling the spatial context, the pairwise potential has the
limited expressive power for the high-level structural depen-
dences. Furthermore, the second-order MRF model generally
makes the assumption that all pixels constituting a particu-
lar segment belong to the same class. However, this is not
always the case. In HR remote sensing images, segments
often contain pixels of multiple classes, particularly in com-
plex urban environments. To improve the detection precision,
high-order potentials derived from region-based entities are
needed.

In this letter, an adaptive second-order potential is de-
fined as a monotonically decreasing function about the edge
strength eij for a boundary between labels y∗i and y∗j [9].
A high-order potential which takes the inconsistency of the
segment s (y∗i ∈ s) into account is defined in the form of

Pn Potts model [11]. Thus, the spatial energy function is
defined as

p(Y ∗)=
1

Z
exp

⎛
⎜⎝−

∑
y∗
j
∈N

β′ ·δ
(
y∗i , y

∗
j

)
−

⎛
⎝∑

y∗
j
∈s

δ
(
y∗i , y

∗
j

)⎞⎠
θs
⎞
⎟⎠
(9)

where β′ is the graduated increase edge penalty function pro-

posed by Yu and Clausi [9]. θs is the penalty for label incon-
sistency. The segment s can be produced by oversegmentation
methods, such as mean shift [12]. The second term in the right-
hand side of (9) gives the label inconsistency cost that is a
punishment for labeling the pixels in the segment with a label
different from y∗i .

According to (7), as
∏n

i=l+1 p(x
∗
i )/P (X∗) is a constant, the

MRF energy function E in (5) is formed as follows:

E =
∑

x∗
i
∈X∗

[log (p (y∗i |x∗
i ))− log (p (y∗i ))]

+
∑
y∗
j
∈N

β′ · δ
(
y∗i , y

∗
j

)
+

∑
y∗
j
∈s

δ
(
y∗i , y

∗
j

))θs

. (10)

p(y∗i |x∗
i ) can be estimated by training, which can be achieved

by using the initial predictions of the GP classifier. p(y∗i ) can
be calculated according to the prior about the proportion of
changed and unchanged labels, which is achieved with the ratio
of the labels in the last round of iteration.

III. EXPERIMENTS

To investigate the effectiveness of the proposed approach,
four recently developed methods are tested and compared. The
methods are as follows:

1) GP-based change detection (GPCD) method: a semisu-
pervised change detection method based on NCNM re-
ported in [3];

2) MRF-based change detection (MRFCD) method: a
context-sensitive method by analyzing the difference im-
age under the MRF framework as reported in [13] but
applied to HR multitemporal remote sensing images;

3) multilevel parcel-based change detection method
(Bovolo’s method): a parcel-based context-sensitive
technique for change detection in very high geometrical
resolution images reported in [14];

4) Hopfield-type neural network change detection method
(Ghosh’s method): a modified-Hopfield-neural-network-
based context-sensitive technique for unsupervised
change detection published in [15].

The first two methods compared in our experiments are the
baseline methods used in our proposed approach. The last two
methods are all context-sensitive change detection methods. In
all these two popular methods, spatial contextual information
is fully exploited to improve the change detection performance,
which is quite similar to that of our proposed approach.

For fair comparison, in all our experiments, all the initial
parameters of the compared unsupervised methods (MRFCD,
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Fig. 2. Beijing data set: (a) Image of 2002 and (b) image of 2003. The positive
samples for changed areas are marked with red frames, while the negative
samples are represented with blue frames.

Bovolo’s, and Ghosh’s methods) obtained by unsupervised
ways reported in their papers are achieved via supervised
training manners with the same training data set.

As exact edge extraction is difficult, in the experiments, a
color tensor computed based on invariant derivatives [16] is
used as the edge strength between any two adjacent pixels in our
proposed approach. The GP classifier in the proposed approach
sets both the initial scale and ridge parameters of the radial basis
function kernel to one. GP model selection is done by threefold
cross-validation. β′ is defined according to the literature [9]
with a constant smoothness coefficient of one. The high-order
inconsistency coefficient θs for the MRF model is 0.9. The
MRF energy function is optimized by iterated conditional mode
algorithm in this letter.

To permit a quantitative evaluation of the effectiveness of the
proposed method, a reference map is manually prepared. The
validation is measured in terms of the following: 1) false alarm
(FA) rate; 2) missed alarm (MA) rate; 3) overall error (OE) rate;
and 4) kappa coefficient (kappa) value.

We have tested our proposed approach on several real HR
data sets, but for limited space, here, we just report the ex-
perimental results on one data set. The Beijing data set is
composed of a pair of Quickbird images taken over Beijing
(China) on April 9, 2002, and November 12, 2003, respectively.
The images consist of a panchromatic image (0.61 m/pixel)
and multispectral images (2.4 m/pixel; R/G/B/NIR bands). To
achieve both high spatial resolution and spectral resolution
simultaneously, the panchromatic image and the multispectral
images were fused in a preprocessing step. The sharpened pseu-
docolor images with 1024 × 1024 pixels are shown in Fig. 2(a)
and (b). The two images were acquired with different sensor
acquisition geometries and seasons, and the main changes of
the two temporal images are the alterations of land cover. The
reference change map is shown in Fig. 3(f).

For the Beijing data set, only 5125 labeled pixels (about
0.49% of the total samples) are chosen as the training sam-
ples. The positive samples are marked with red frames, while
the negative samples are represented with blue frames in the
original multitemporal images shown in Fig. 2(a) and (b).

Fig. 3 shows the change maps produced by all the testing
methods, and Table I reports the quantitative analyses results.
From Fig. 3(a) and (b), we can find that the two baseline meth-
ods are not very effective for HR change detection. Although

Fig. 3. Change maps on Beijing data set obtained by (a) GPCD, (b) MR-
FCD, (c) Bovolo’s, (d) Ghosh’s, and (e) S2CS-GP methods. (f) Reference
change map.

TABLE I
SUMMARY OF THE QUANTITATIVE EVALUATION FOR BEIJING DATA SET

postprocessing is done (isolated regions with less than six
pixels are regarded as noise and removed), GPCD still suffers
from serious noise due to lack of spatial context information.
Many small regions are falsely detected, which renders the
OE rate higher than 11%. The reason is that GPCD performs
detection based on single pixel but neglects the spatial corre-
lation among neighboring pixels, which is not robust to the
effects caused by alterations of sensor acquisition angles and
seasons for HR images. For the MRFCD method, although the
MRF model has already considered the contextual information
during the detection process, the change map in Fig. 3(b) is
not as robust as what we expect. The MA rate in Table I is
as high as 10.69% and the OE rate is 15.13%, as the MRFCD
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method performs change detection on the base of maximum
likelihood estimation which is not as powerful as the kernel-
based classifier. Moreover, spatial context information from
only the two-order neighborhoods is considered, so MRFCD
has the limited expressive power of the complicated scene
in HR images. Unfortunately, because of the differences in
sensor acquisition geometry and seasonal spectral signatures,
a lot of regions are incorrectly detected as changed areas by
the maximum likelihood classifier at the initial step. These
misclassified regions are so large that their true labels cannot
be reconstituted by pixel-based MRF regularization. A better
understanding of the effectiveness of the proposed technique
can be gained according to the results shown in Fig. 3(c)–(e).
By including the spatial contextual information in multilevel
parcel-based feature vectors, Bovolo’s method behaves well.
The kappa coefficient is barely a little lower than that of the
proposed approach, and the FA rate in Table I is the lowest
for all the compared methods. However, the features obtained
by computing the mean on the parcels at different scales are
not robust for false changes caused by different view angles.
Additionally, the principal component analysis and k-means
clustering algorithms are also not powerful enough. Based on
the neural network classifier, Ghosh’s method model the spa-
tial correlation between neighboring pixels, but the pixel-level
method is not robust enough for HR image change detection.
Fig. 3(e) shows the change map achieved by our proposed
approach. Compared with all the other change maps, the change
map of S2CS-GP offers a more accurate result. According to
visual comparison, many changes caused by noise are removed,
and errors caused by the different sensor acquisition angles of
the bitemporal images are observably depressed. The kappa
coefficient increases to 0.76, and the OA rate is decreased to
9.60% from 12.38% for the GPCD method.

The improvement of the proposed approach mainly owes
to the following three facts. First, adaptive second-order MRF
potential about edge information is more effective to depress
the isolated noise. Second, region-entity-based high-order MRF
potential is suitable for HR image change detection and is
powerful to remove the false changes caused by different sensor
acquisition angles. Third, semisupervised GP classifier is effec-
tive to separate the changes from unchanges, which provides a
good initialization for MRF regularization.

The proposed S2CS-GP algorithm improves the change
detection accuracies with the MRF regularization, but the
MRF regularization step also increases the computing time
when compared with GPCD. Fortunately, the increment is
neglectable. As the MRF regularization is performed on the
foundation of the GP classifier output which can be regarded
as a very good initialization for MRF regularization, the MRF
regularization converges quite quickly. Therefore, the overall
computational cost of our proposed method is much less when
compared with MRFCD.

IV. CONCLUSION

In this letter, a novel semisupervised context-sensitive tech-
nique for change detection in HR multitemporal images has
been proposed. The proposed approach is composed of a

GP-based semisupervised initialization and an MRF regular-
ization. The initialization step exploits both labeled and unla-
beled data based on a semisupervised GP classifier. The MRF
regularization aims at properly making full use of the spatial
context information by defining a penalty function about the
edge strength and incorporating a high-order potential into the
traditional MRF model. The experimental results obtained on
different real multitemporal data sets confirm the effectiveness
of the proposed approach.

The main drawback of the proposed approach is that the edge
strength information is not easy to be computed correctly. Thus,
further development of this method is to find a proper way
to produce an index map helping the MRF model smoothness
coefficient automatic selection. Additionally, developing an
object-level change detection instead of the pixel-level one in
the step of GP initialization is also an interesting work, which
may be helpful to save much computing cost for GP classifiers.

REFERENCES

[1] F. Bovolo, L. Bruzzone, and M. Marconcini, “A novel approach to
unsupervised change detection based on a semisupervised SVM and a
similarity measure,” IEEE Trans. Geosci. Remote Sens., vol. 46, no. 7,
pp. 2070–2082, Jul. 2008.

[2] G. Camps-Valls, L. Gómez-Chova, J. Munoz-Marí, J. L. Rojo-Alvarez,
and M. Martinez-Ramon, “Kernel-based framework for multi-temporal
and multi-source remote sensing data classification and change detec-
tion,” IEEE Trans. Geosci. Remote Sens., vol. 46, no. 6, pp. 1822–1835,
Jun. 2008.

[3] K. Chen, C. Huo, Z. Zhou, H. Lu, and J. Cheng, “Semi-supervised change
detection via Gaussian processes,” in Proc. IGARSS, Cape Town, South
African, 2009, pp. 996–999.

[4] F. Bovolo and L. Bruzzone, “A context-sensitive technique based on
support vector machines for image classification,” in Proc. PReMI, 2005,
pp. 260–265.

[5] C. Huo, Z. Zhou, H. Lu, C. Pan, and K. Chen, “Fast object-level change
detection for VHR images,” IEEE Geosci. Remote Sens. Lett., vol. 7,
no. 1, pp. 118–122, Jan. 2010.

[6] Y. Bazi and F. Melgani, “Gaussian process approach to remote sensing
image classification,” IEEE Trans. Geosci. Remote Sens., vol. 48, no. 1,
pp. 186–197, Jan. 2010.

[7] N. D. Lawrence and M. I. Jordan, “Semi-supervised learning via
Gaussian processes,” in Advances in Neural Information Processing Sys-
tems. Cambridge, MA: MIT Press, 2005.

[8] Y. Tarabalka, M. Fauvel, J. Chanussot, and J. Benediktsson, “SVM- and
MRF-based method for accurate classification of hyperspectral images,”
IEEE Geosci. Remote Sens. Lett., vol. 7, no. 4, pp. 736–740, Oct. 2010.

[9] Q. Yu and D. Clausi, “IRGS: Image segmentation using edge penalties
and region growing,” IEEE Trans. Pattern Anal. Mach. Intell., vol. 30,
no. 12, pp. 2126–2139, Dec. 2008.

[10] C. E. Rasmussen, “Gaussian processes in machine learning,” Adv.
Lectures Mach. Learn., vol. 3176, pp. 63–71, 2004.

[11] P. Kohli, M. Kumar, and P. Torr, “ P 3 and beyond: Solving energies with
higher-order cliques,” in Proc. CVPR, Minneapolis, MN, 2008, pp. 1–8.

[12] D. Comaniciu and P. Meer, “Mean shift: A robust approach toward feature
space analysis,” IEEE Trans. Pattern Anal. Mach. Intell., vol. 24, no. 5,
pp. 603–619, May 2002.

[13] L. Bruzzone and D. F. Prieto, “Automatic analysis of the difference image
for unsupervised change detection,” IEEE Trans. Geosci. Remote Sens.,
vol. 38, no. 3, pp. 1171–1182, May 2000.

[14] F. Bovolo, “A multilevel parcel-based approach to change detection in
very high resolution,” IEEE Geosci. Remote Sens. Lett., vol. 6, no. 1,
pp. 33–37, Jan. 2009.

[15] S. Ghosh, L. Bruzzone, S. Patra, F. Bovolo, and A. Ghosh, “A context-
sensitive technique for unsupervised change detection based on Hopfield-
type neural networks,” IEEE Trans. Geosci. Remote Sens., vol. 45, no. 3,
pp. 778–789, Mar. 2007.

[16] J. Weijer, T. Gevers, and A. W. M. Smeulders, “Robust photometric
invariant features from the color tensor,” IEEE Trans. Image Process.,
vol. 15, no. 1, pp. 118–127, Jan. 2006.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues false
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


