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One of the fundamental goals of signal processing is to model
observed signals or their underlying processes accurately. This
is a very challenging problem due to issues such as observation
noise and the finite nature of observations. To overcome these
difficulties, signal processing has proactively employed the
relatively new and powerful discipline of machine learning.
The type of signal processing that incorporates machine learn-
ing as its booster, i.e., Machine Learning for Signal Processing
(MSLP), is now working as a promising technological para-
digm that opens the way to discovering salient features from
noisy signals, predicting unseen signals, and achieving accurate
modeling of the process that generates signals.

A large number of papers related to MLSP have been pub-
lished in different places. However, to advance research in the
area effectively, one comprehensive forum would clearly be
advantageous. Motivated by this need, we organized the publi-
cation project of this special issue onMSLP. Twenty-one papers
were submitted to the issue, and the eleven papers presented
here were selected through a rigorous review process. The

selected papers cover most of the key factors of signal process-
ing, in particular its important sub-field of pattern classification.

Pattern classification basically consists of a feature-
extraction (selection) stage, which converts an input pattern
to features, and a classification stage, which labels a set of
converted features as one of various preset class indexes.
Research on pattern classification sometimes focuses on either
of these component stages. Each of the selected papers more
or less refers to both of the stages, but they can be divided into
three groups to give readers a clear understanding of the issue
and the relative positions of the included papers. The first four
papers focus on theoretical or algorithmic research topics
related to the classification stage by studying ways of design-
ing (training) class models. The next three papers study the
extraction of salient features, or those robust to unseen pat-
terns, from a limited amount of input data. Finally, the remain-
ing four papers study applications of signal modeling and/or
pattern classification to particular types of input data, such as
face images and speech signals.
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In contrast to the traditional classification scheme that
labels an input as one of preset class indexes, the paper entitled
“An Efficient Gradient-based Approach to Optimizing Aver-
age Precision through Maximal Figure-of-Merit Learning”
discusses an effective training procedure for classifying an
input in order of multiple class indexes, or in other words,
ranking an input, which plays an important role in document
and image retrieval. In “Robust and Efficient Pattern Classi-
fication using Large Geometric Margin Minimum Classifica-
tion Error Training” and “Minimum Classification Error
Training Incorporating Automatic Loss Smoothness Determi-
nation,” the authors focus on a fundamental scheme of label-
ing an input to one of several preset classes, and they discuss
the recent advances in the popular discriminative training
method for pattern classifier design, Minimum Classification
Error (MCE) training. Novelty detection from an observed
time-series signal can be considered a one-class classification,
because it involves only the modeling of normal class for
observations. The paper entitled “Extending the Generalised
Pareto Distribution for Novelty Detection in High-
Dimensional Spaces” elaborates a theoretical aspect of model-
ing complex and high-dimensional signals, and it experimen-
tally evaluates an extended use of the Generalized Pareto
Distribution on patient physiological monitoring data.

When the amount of training data is severely limited,
training sometimes adopts the assumption that pattern samples
and even class model parameters are based on some distribu-
tion function. In “Structural Bayesian Linear Regression for
Hidden Markov Models,” the authors propose a variational
Bayesian approach to the modeling of linear regression pa-
rameters for Hidden Markov Model (HMM)-based speech
recognition. In “Predictive Distribution of the Dirichlet Mix-
ture Model by Local Variational Inference Method,” the au-
thors propose an algorithm to calculate the predictive distri-
bution of the Dirichlet Mixture Model with the Local Varia-
tional Inference method, and they provide experimental eval-
uation results on EEG signal data. Then, in “Bayesian Sparse
Topic Model,” the authors present a new Bayesian sparse
learning approach, based on sparse Latent Dirichlet Alloca-
tion, to select salient lexical features for sparse topicmodeling.

Seemingly, the higher the dimension of the converted fea-
tures is, the easier it is to classify the set of those features.
However, this is not actually true, due to such causes as
sparseness or robustness to unseen signals. To alleviate this
problem, in “Face Recognition with Integrating Multiple
Cues,” the authors study information-fusion-based techniques
that integrate multiple features. On the other hand, the classifi-
cation or signal processing of face image data must countervail
the excessive high-dimensionality of input. To alleviate this
computational difficulty, the paper entitled “Uniform Local
Derivative Patterns and Their Application in Face Recogni-
tion” focuses on the local feature representation power of Local
Derivative Patterns (LDPs) and improves the computational

burden of LDPs. In “Symbolic Time Series Analysis of Tem-
poral Gait Dynamics,” the authors study an approach of model-
ing high-dimensional time-series input with symbol sequences,
or in other words, classifying it as symbolic class indexes. The
final paper of this special issue is “Pitch-Scaled Spectrum based
Excitation Model for HMM-based Speech Synthesis.” This
paper does not deal with classification but studies a way of
modeling an input speech signal accurately with the aim of
improving the quality of HMM-synthesized speech.

This special issue is not extensive enough to introduce the
entire frontline of MLSP research, but it efficiently spotlights
key advances in the sub-fields of MLSP, that is, pattern
classification and face/speech processing. The editors hope
that this issue will contribute toward further advances in signal
processing technologies.
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