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Data-Driven Neuro-Optimal Temperature Control of
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Abstract—In this paper, a novel data-driven stable iterative
adaptive dynamic programming (ADP) algorithm is developed to
solve optimal temperature control problems for water–gas shift
(WGS) reaction systems. According to the system data, neural
networks (NNs) are used to construct the dynamics of the WGS
system and solve the reference control, respectively, where the
mathematical model of the WGS system is unnecessary. Consid-
ering the reconstruction errors of NNs and the disturbances of the
system and control input, a new stable iterative ADP algorithm
is developed to obtain the optimal control law. The convergence
property is developed to guarantee that the iterative performance
index function converges to a finite neighborhood of the optimal
performance index function. The stability property is developed
to guarantee that each of the iterative control laws can make
the tracking error uniformly ultimately bounded (UUB). NNs
are developed to implement the stable iterative ADP algorithm.
Finally, numerical results are given to illustrate the effectiveness
of the developed method.

Index Terms—Adaptive critic designs, adaptive dynamic pro-
gramming (ADP), approximate dynamic programming, approx-
imation errors, data-driven control, neural networks (NNs),
optimal control, reinforcement learning, water–gas shift (WGS).

I. INTRODUCTION

A water–gas shift (WGS) reactor is an essential compo-
nent in the coal-based chemical industry [1]. The WGS

reactor combines carbon monoxide (CO) and water (H2O)
in the reactant stream to produce carbon dioxide (CO2) and
hydrogen (H2). Proper regulation of the operating temperature
is critical to achieving adequate CO conversion during tran-
sients [2]. Hence, optimal control of the reaction temperature
is a key problem for the WGS reaction process. To describe
the dynamics of the WGS reaction process, many discussions
focused on WGS modeling approaches [3], [4]. Unfortunately,
the established WGS models are generally complex with high
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nonlinearities. This makes the traditional linearized control
method [5]–[7] only effective in the neighborhood of the equi-
librium point. When the required operating range is large, the
nonlinearities in the system cannot be properly compensated
by using a linear model. Therefore, it is necessary to study an
optimal control approach for the original nonlinear system [1],
[2]. Although optimal control of nonlinear systems has been the
focus of the control field in the latest several decades [8]–[16],
the optimal controller design for WGS reaction systems (WGS
systems in brief) is still challenging, due to the complexity of
the WGS reaction process.

Based on function approximators, such as neural networks
(NNs), adaptive dynamic programming (ADP), which was
proposed by Werbos [17], [18], has played an important role
as a way to solve optimal control problems forward in time
[19]–[21]. Iterative methods, which are mainly based on policy
and value iterations [22], are widely used in ADP to obtain
the solution of Hamilton–Jacobi–Bellman (HJB) equation in-
directly and have received much attention [23]–[29]. For most
previous ADP algorithms, it requires that the system model,
the iterative control, and the performance index function can
accurately be approximated, which guarantees the convergence
property of the proposed algorithms. In real-world implemen-
tation of ADP, e.g., for WGS systems, the reconstruction er-
rors by approximators and the disturbances of system states
and controls inherently exist. These make the accurate system
models, iterative control laws, and performance index functions
impossible to obtain accurately. Although in [30] and [31], ADP
was explored to design the optimal temperature controller of
the WGS system, the effects of approximation errors and dis-
turbances were not considered. Furthermore, the convergence
and stability properties were not discussed.

In this paper, for the first time, a new stable iterative ADP
algorithm is developed to obtain the optimal control law for
the WGS systems, which makes the temperature of the WGS
systems track the desired temperature. By employing NNs, the
dynamics of the WGS systems and the reference control are
established. Via system transformation, the optimal tracking
problem is effectively transformed into an optimal regulation
problem. Considering the reconstruction errors of NNs and the
disturbances, a new stable iterative ADP algorithm is developed
to obtain the optimal control law iteratively. We emphasize that
the convergence and stability analysis is established to guaran-
tee that the performance index function is convergent to a finite
neighborhood of the optimal performance index function and
that each of the iterative control laws makes the tracking error
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uniformly ultimately bounded (UUB). NN implementation of
the stable iterative ADP algorithm is presented, and the conver-
gence property of the weights is analyzed. Finally, numerical
results and comparisons with a traditional data-driven method
are given to show the effectiveness of the developed iterative
ADP algorithm.

II. PRELIMINARIES

A. WGS Reaction

The WGS reaction inputs the water gas, which includes CO,
CO2, H2, and H2O, into the WGS reactor. The WGS reaction,
which is slightly exothermic, converts CO to CO2 and H2, as
shown in the following:

CO + H2O ↔ CO2 + H2 − 41.9 kJ/mol. (1)

The WGS reaction rate [2] can be described as follows:

rWGS = ρcatkr exp

(
−5126 K

T

)
[CO]0.78[H2O]0.15

×
(
1− [CO2][H2]

[CO][H2O]KT

)
(2)

where the rate is in (kmol/m3/s). The catalyst density
ρcat = 1.8× 10−4 kg/m3. The rate constant is kr = 1.32×
109 kmol/kg/s. The reaction equilibrium coefficient KT is given
as in [32], which is expressed by

KT = exp

(
4577.7 K

T
− 4.33

)
.

For the WGS reaction (2), we can see that the reaction temper-
ature is a key parameter [1], [2].

Let P (u(k)) = [θCO(k), θCO2
(k), θH2

(k), θH2O(k)]
Tu(k)

denote the control input (m3/s), where θCO, θCO2
, θH2

, and
θH2O denote the given percentage compositions of CO, CO2,
H2, and H2O, respectively. Generally, the water gas of WGS
systems comes from the previous reaction process, such as coal
gasification [4]. This means that the composition ratio of the
mixed gas is uncontrollable for the WGS systems. Let x(k)
denote the temperature of the WGS reactor; then, the WGS
system can be expressed as

x(k + 1) = F (x(k), u(k)) (3)

where F (·) is an unknown system function. Let x(k) ∈ R
n and

u(k) ∈ R
m, where n = 1 and m = 1. Let the desired state be τ .

Then, our goal is to design an optimal state-feedback tracking
control law u∗(k) = u∗(x(k)), which makes the system state
track the desired state trajectory.

B. Data-Based Modeling and Properties

Three-layer back-propagation (BP) NNs are introduced to
construct the dynamics of the WGS system and to solve the
reference control, respectively. Let L be the number of hid-
den layer neurons. Let X ∈ R

N be the input of NN, and let

Z ∈ R
M be the output, Then, the function of the BP NNs can

be expressed by

Z = F̂N (X, Y, W ) = WTσ(Y X)

where Y ∈ R
L×N is the input-hidden layer weight matrix, and

W ∈ R
L×M is the hidden-output layer weight matrix. Let σ be

a sigmoid activation function [33], [34]. For convenience of
analysis, only the hidden-output weight W is updated during
the NN training, whereas the input-hidden weight is fixed [23].
Hence, in the following, the NN function is simplified by the ex-
pression F̂N (X, W ) = WTσN (X), where σN (X) = σ(Y X).

Let the number of hidden layer neurons be Lm. Then, the
model NN of system (3) can be written as

x(k + 1) = W ∗T
m σm (z(k)) + εm1(k)

where z(k) = [xT (k), uT (k)]T and W ∗
m denote the NN input

and the ideal weight matrix of the model NN, respectively.
Let σm(z(k)) = σ(Ymz(k)), where Ym is an arbitrary weight
matrix with a suitable dimension. Let ‖σm(·)‖ ≤ σM for a
constant σM , and let εm1(k) be the bounded NN reconstruction
error, which satisfies ‖εm1(k)‖ ≤ εM for a constant εM . To
train the model NN, it requires an array of WGS systems and
control data, such as the data from a period of time. The NN
model for the system is constructed as

x̂(k + 1) = ŴT
m(k)σm (z(k)) (4)

where x̂(k) is the estimated system-state vector. Let Ŵm(k) be
the estimation of the ideal weight matrix W ∗

m. Then, we define
the system identification error as

x̃(k + 1) = x̂(k + 1)− x(k + 1) = W̃T
m(k)σm (z(k))− εm1(k)

where W̃m(k) = Ŵm(k)−W ∗
m. Let φm(k) =

W̃T
m(k)σm(z(k)); then, we can obtain

x̃(k + 1) = φm(k)− εm1(k).

The weights are adjusted to minimize the following error
function:

Em(k) =
1

2
x̃T (k + 1)x̃(k + 1).

By a gradient-based adaptation rule [33], [34], the weights are
updated as

Ŵm(k + 1) = Ŵm(k)− lmσm (z(k)) x̃T (k + 1) (5)

where lm > 0 is the learning rate.
Theorem 2.1: Let the model network (4) be used to iden-

tify WGS system (3). If there exists a constant 0 < λm < 1
that satisfies εTm1(k)εm1(k) ≤ λmx̃T (k)x̃(k), then the system
identification error x̃(k) is asymptotically stable and the error
matrix W̃m(k) converges to zero, as k → ∞.

Proof: Consider the following Lyapunov function candi-
date defined as

L
(
x̃(k), W̃m(k)

)
= x̃T (k)x̃(k) +

1

lm
tr
{
W̃T

m(k)W̃m(k)
}
.
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By taking the difference of the Lyapunov function candidate,
we can obtain

ΔL
(
x̃(k), W̃m(k)

)
≤ φT

m(k)φm(k) + εTm1(k)εm1(k)− x̃T (k)x̃(k)

+ 2lmσT
m (z(k))σm (z(k))

(
φT
m(k)φm(k)+εTm(k)εm(k)

)
≤ −

(
1− 2lmσ2

M

)
‖φm(k)‖2

−
(
1− λm

(
1 + 2lmσ2

M

))
‖x̃(k)|2 .

By selecting the learning rate

lm < min

{
1

2σ2
M

,
1− λm

2λmσ2
M

}

we can obtain ΔL(x̃(k), W̃m(k)) ≤ 0. The proof is completed.
�

Next, we will solve the reference control by NN (uf network
in brief). According to the state equation in (3), we give x(k)
and x(k + 1) to approximate the reference control function
uf (k), which is expressed as uf (k) = Fu(x(k), x(k + 1)). We
notice that solving uf (k) needs the data of x(k + 1). Hence, it
requires to adopt offline or history data to train the uf network.
Let the number of hidden layer neurons be Lu. Let W ∗

u be the
ideal weight matrix. The NN representation of the uf network
can be written as

uf (k) = W ∗T
u σu (zu(k)) + εu1(k)

where zu(k) = [xT (k), xT (k + 1)]T , and εu1(k) is the NN
reconstruction error, which satisfies ‖εu1(k)‖ ≤ εū1 for a con-
stant εū1. Let σu(zu(k)) = σ(Yuzu(k)), where Yu is an arbi-
trary weight matrix with a suitable dimension.

The NN reference control is constructed as

ûf (k) = F̂u (x(k), x(k + 1)) = ŴT
u (k)σu (zu(k))

where ûf (k) is the estimated reference control, and ŴT
u (k) is

the estimated weight matrix. Define the identification error as

ũf (k) = ûf (k)− uf (k) = φu(k)− εu1(k)

where φu(k) = W̃T
u (k)σu(zu(k)), and W̃u(k) = Ŵu(k)−

W ∗
u. The weight of the uf network is adjusted to minimize the

error function, i.e.,

Eu(k) =
1

2
ũT
f (k)ũf (k).

By gradient-based adaptation rule, the weight is updated as

Ŵu(k + 1) = Ŵu(k)− luσu (zu(k)) ũ
T
f (k) (6)

where lu > 0 is the learning rate.
Theorem 2.2: Let the NN weight of the uf network be

updated by (6). If there exists a constant 0 < λu < 1 that
satisfies φT

u (k)εu1(k) ≤ λuφ
T
u (k)φu(k), then the error matrix

W̃u(k) asymptotically converges to zero, as k → ∞.

III. DESIGN OF THE NEURO-OPTIMAL

TEMPERATURE CONTROLLER

Here, a stable iterative ADP algorithm will be developed to
obtain the optimal control law that makes the temperature of
the WGS system track the desired one with convergence and
stability analysis.

A. System Transformation

For WGS system (3), if we let the desired state be τ , then we
can define the tracking error e(k) as

e(k) = x(k)− τ. (7)

Let ud(k) be the corresponding desired reference control (de-
sired control in brief) for the desired state τ . As the system
function is unknown, the desired control ud(k) cannot directly
be obtained by WGS system (3). On the other hand, in the real-
world WGS systems, the disturbances of the system and control
input are both unavoidable. These make the system transfor-
mation method with accurate system model [35] difficult to
implement. To overcome these difficulties, a system transfor-
mation with NN reconstruction errors and disturbances are
presented. First, according to the desired state τ , we can obtain
ud(k) = Fu(τ, τ). Let ûd(k) = F̂u(τ, τ) = ŴT

u (k)σu(τ, τ)
be the output of the uf network. Let εu2(k) be an unknown
bounded control disturbance, which satisfies ‖εu2(k)‖ ≤ εu2
for a constant εu2. Then, we can define the control error
ue(k) as

ue(k) = u(k)− ûd(k)− εu(k) (8)

where εu(k) = εu1(k) + εu2(k). As εu1(k) and εu2(k) are
bounded, there exists a constant εu ≥ 0 that satisfies ‖εu(k)‖ ≤
εu. On the other hand, let F̂ (z(k)) = ŴT

m(k)σm(z(k)) be the
model NN function. Let εm2(k) be an unknown bounded sys-
tem disturbance, which satisfies ‖εm2(k)‖ ≤ εm2 for a constant
εm2. Then, the tracking error system e(k + 1) can be defined as

e(k + 1) = F̄ (e(k), ue(k))

= F̂ ((e(k) + τ) , (ue(k) + ûd(k)))− τ

+∇F̂ (ξu)εu + εm(k) (9)

where ∇F̂ (ξu) = (∂F̂ ((e(k) + τ), ξu)/∂ξu), where ξu =
cu(ue(k) + ûd(k)) + (1− cu)(ue(k) + ûd(k) + εu(k)) and
0 ≤ cu ≤ 1. Let εm(k) = εm1(k) + εm2(k) and we have
‖εm(k)‖ ≤ εm for a constant εm. Let the NN tracking error
ê(k + 1) be expressed as

ê(k + 1) =Fe (e(k), ûe(k))

= F̂ ((e(k) + τ) , (ue(k) + ûd(k)))− τ. (10)

Then, we can get e(k + 1) = ê(k + 1) + εe(k), where we de-
fine εe(k) = ∇F̂ (ξu)εu + εm(k) as the system error, which
satisfies ‖εe(k)‖ ≤ εe for a constant εe.
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B. Derivation of the Stable Iterative ADP Algorithm

Here, our goal is to design an optimal control scheme
that makes the tracking error e(k) converge to zero. Let
U(e(k), ue(k)) = eT (k)Qe(k) + uT

e (k)Rue(k) be the utility
function, where Q and R are both positive definite matrices
with suitable dimensions. Define the performance index func-
tion as

J (e(0), ue(0)) =

∞∑
k=0

(U (e(k), ue(k))) (11)

where we let ue(k) = (ue(k), ue(k + 1), . . .). The optimal
performance index function can be defined as J∗(e(k)) =
infue(k)

{J(e(k), ue(k))}. According to the principle of op-
timality, J∗(e(k)) satisfies the discrete-time HJB equation as
follows:

J∗ (e(k)) = inf
ue(k)

{U (e(k), ue(k)) + J∗ (e(k + 1))} . (12)

Define the laws of optimal controls as u∗
e(e(k)) = arg infue(k)

{U(e(k), ue(k)) + J∗(e(k + 1))}. Hence, HJB equation (12)
can be written as

J∗ (e(k)) = U (e(k), u∗
e (e(k))) + J∗ (e(k + 1)) . (13)

Generally, J∗(e(k)) is a high nonlinear and nonanalytical
function, which is nearly impossible to obtain by solving (13)
directly. To overcome this difficulty, a new ADP algorithm is
developed to obtain the optimal control law iteratively.

In the developed stable iterative ADP algorithm, the perfor-
mance index function and control law are updated by iterations,
with the iteration index i increasing from 0 to infinity. First,
let μ(e(k)) be an arbitrary admissible control law, and let
P (e(k)) be the corresponding performance index function,
which satisfies

P (e(k)) = U (e(k), μ (e(k))) + P (e(k + 1)) . (14)

Let the initial performance index function V0(e(k)) = P (e(k)).
Then, for i = 0, 1, . . ., the iterative ADP algorithm will iterate
between

v̂i (e(k)) = min
ûe(k)

{
U (e(k), ûe(k)) + V̂i (ê(k + 1))

}
+ ρi (e(k)) (15)

V̂i+1 (e(k)) =U (e(k), v̂i (e(k))) + V̂i (ê(k + 1))

+ πi (e(k)) (16)

where ρi(e(k)) and πi(e(k)) are iteration errors, and ûe(k) =
u(k)− ûd(k).

From the stable iterative ADP algorithm (15) and (16), we
can see that the iterative performance index function V̂i(e(k))
is used to approximate J∗(e(k)), and the iterative control law
v̂i(e(k)) is used to approximate u∗(e(k)). Therefore, when i →
∞, the algorithm should be convergent, which makes V̂i(e(k))
and v̂i(e(k)) converge to the optimal ones. In the following,
we will show the properties of the developed iterative ADP
algorithm.

C. Properties of the Stable Iterative ADP Algorithm
With Approximation Errors and Disturbances

From the iterative ADP algorithm (15) and (16), due to the
existence of system errors, iteration errors, and disturbances,
the convergence analysis methods for the accurate ADP algo-
rithms are invalid. In this paper, inspired by the work in [25]
and [36], a new “error bound”-based convergence and stability
analysis will be developed. First, we define a new performance
index function, i.e.,

Γi (e(k)) = min
ue(k)

{
U (e(k), ue(k)) + V̂i (e(k + 1))

}
. (17)

Then, we can derive the following theorem.
Theorem 3.1: For i = 0, 1, . . ., the iterative performance

index function V̂i(e(k)) and the iterative control law v̂i(e(k))
are obtained by (15) and (16), respectively. Let Γi(e(k)) be
expressed as in (17). Then, there exists a constant σ > 1 that
makes

V̂i (e(k)) ≤ σΓi (e(k)) (18)

hold uniformly.
Proof: For ∀ i = 0, 1, . . ., if we let

v̄i (e(k))=arg min
ue(k)

{
U (e(k), ûe(k))+V̂i (ê(k+1))

}
(19)

then we have v̄i(e(k)) = v̂i(e(k))− ρi(e(k)). According to
(16), we have

V̂i+1 (e(k)) = U(e(k), (v̄i (e(k)) + ρi (e(k))) + πi (e(k))

+ Vi (Fe (e(k), (v̄i (e(k)) + ρi (e(k))))) . (20)

Let ∇U(ξ)=∂U(e(k), ξ)/∂ξ and ∇Vi(ξ)=∂V̂i(Fe(e(k), ξ))/
∂ξ. Let 0 ≤ cUi

≤ 1, 0 ≤ c′Ui
≤ 1, 0≤cVi

≤1, and 0≤c′Vi
≤1

be constants, and let ξUi
= cUi

v̂i(e(k)) + (1− cUi
)v̄i(e(k)),

ξ′Ui
= c′Ui

ûe(k) + (1− c′Ui
)ue(k)

ξVi
= cVi

V̂i (Fe (e(k), v̄i (e(k)))) + (1− cVi
)

× V̂i (Fe (e(k), v̂i (e(k))))

ξ′Vi
= c′Vi

V̂i (Fe (e(k), ûe (e(k)))) +
(
1− c′Vi

)
× V̂i (Fe (e(k), ue (e(k)))) . (21)

Then, the iterative performance index function V̂i(e(k)) can be
expressed as

V̂i+1 (e(k))

= U (e(k), (v̄i (e(k)) + ρi (e(k)))) + πi (e(k))

+ Vi (Fe (e(k), (v̄i (e(k)) + ρi (e(k)))))

= min
ue(k)

{
U (e(k), ue(k)) +∇U

(
ξ′Ui

)
εu(k)

+Vi (e(k + 1)) +∇Vi

(
ξ′Vi

)
εe(k)

}
+ πi (e(k))

+∇U(ξUi
)ρi(e(k) +∇Vi(ξVi

)ρi (e(k)) . (22)

As ∇U(ξ′Ui
), ∇Vi(ξ

′
Vi
), ∇U(ξUi

), and ∇Vi(ξVi
) are upper

bounded, if we let |∇U(ξ′Ui
)εu(k)| ≤ ε̄Ui

, |∇Vi(ξ
′
Vi
)εe(k)| ≤

ε̄Vi
, |∇U(ξUi

)ρi(e(k))| ≤ εUi
, |∇Vi(ξVi

)ρi(e(k))| ≤ εVi
, and
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|πi(e(k))| ≤ επi
for constants ε̄Ui

, ε̄Vi
, εUi

, and εVi
, then we

have

V̂i+1 (e(k)) ≤ Γi+1 (e(k)) + εi (23)

where εi = ε̄Ui
+ ε̄Vi

+ εUi
+ εVi

+ επi
is finite. Hence, for

∀ i = 0, 1, . . ., there exists a σ ≥ 1 that satisfies (18). The proof
is completed. �

From Theorem 3.1, we can see that, for ∀ i = 0, 1, . . ., there
must exist a finite σ ≥ 1 that makes (18) hold uniformly. Thus,
σ can be seen as a uniform approximation error. Then, we can
derive the following theorem.

Theorem 3.2: For ∀ i = 0, 1, . . ., let Γi(e(k)) be expressed
as in (18), where σ ≥ 1 is a constant. Let 0 < γ < ∞ and 1 ≤
δ < ∞ be both constants that make

J∗ (F̄ (e(k), ue(k))
)
≤ γU (e(k), ue(k))

V0 (e(k)) ≤ δJ∗ (e(k)) (24)

hold uniformly. If constant σ in (18) satisfies

σ ≤ 1 +
δ − 1

γδ
(25)

then we have that the iterative performance index function
V̂i(e(k)) converges to a finite neighborhood of the optimal
performance index function J∗(e(k)).

Proof: The theorem can be proven in two steps. First,
using mathematical induction, we will prove that, for ∀ i =
0, 1, . . ., the iterative performance index function V̂i(e(k))
satisfies

V̂i (e(k)) ≤ σ

⎛
⎝1 +

i∑
j=1

γjσj−1(σ − 1)

(γ + 1)j
+

γiσi(δ − 1)

(γ + 1)i

⎞
⎠

× J∗ (e(k)) . (26)

Let i = 0. Then, (26) becomes V̂0(e(k)) ≤ σδJ∗(e(k)). We
have the conclusion holds for i = 0. Assume that (26) holds
for i = l − 1 and l = 1, 2, . . .. Then, for i = l, we have the
equation shown at the bottom of the page, which proves (26).
The mathematical induction is completed.

Second, according to (25), we have (γjσj−1/(γ + 1)j) < 1;
hence, the geometrical series {(γjσj−1(σ − 1)/(γ + 1)j)} is
finite as i → ∞. According to (26), the iterative performance
index function V̂i(e(k)) is convergent to a finite neighborhood
of the optimal performance index function J∗(e(k)). �

Next, we can derive the stability property.
Theorem 3.3: For i = 0, 1, . . ., let V̂i(e(k)) and v̂i(e(k)) be

obtained by (15) and (16), respectively. Then, the tracking error
system (9) is UUB under the iterative control law v̂i(e(k)).

Proof: According to (26), for i = 0, 1, . . ., let

χi = σ

⎛
⎝1 +

i∑
j=1

γjσj−1(σ − 1)

(γ + 1)j
+

γiσi(δ − 1)

(γ + 1)i

⎞
⎠ . (27)

Define a new iterative performance index function as
V̄i(e(k)) = χiJ

∗(e(k)), where χi is defined as in (27). Ac-
cording to (25), we can get χi+1 − χi ≤ 0, which means
V̄i+1(e(k)) ≤ V̄i(e(k)). Let

ξVi
= cV̄i

V̄i (Fe (e(k), v̄i (e(k))))

+ (1− cV̄i
)V̄i (Fe (e(k), v̂i (e(k))))

for 0 ≤ cV̄i
≤ 1. Let |∇(ξV̄i

)εe| ≤ εV̄i
for a constant εV̄i

, and
we can obtain

V̄i (e(k+1))−V̄i (e(k))≤− U (e(k), v̂i (e(k)))+∇(ξV̄i
)εe

≤− U (e(k), v̂i (e(k)))+εV̄i
.

Define a new state error set Ωe = {e(k)|U(e(k), v̂i(e(k))) ≤
εV̄i

}. As U(e(k), v̂i(e(k))) is a positive definite function, for
∀ e(k) ∈ Ωe, we have that ‖e(k)‖ is finite, where ‖ · ‖ denotes
the Euclidean norm. We can define

Γ = sup
x∈Ωx

{‖x‖} .

Define a new set as follows:

ΩΓ = {x|‖x‖ ≤ Γ, x ∈ R
n} .

Γl (e(k)) ≤ min
ue(k)

⎧⎨
⎩
⎛
⎝1 + γ

l−1∑
j=1

γj−1σj−1(σ − 1)

(γ + 1)j
+

γl−1σl−1(σδ − 1)

(γ + 1)l

⎞
⎠U (e(k), ue(k))

+

⎛
⎝σ

⎛
⎝1 +

l∑
j=1

γjσj−1(σ − 1)

(γ + 1)j
+

γlσl(δ − 1)

(γ + 1)l

⎞
⎠−

⎛
⎝ l−1∑

j=1

γj−1σj−1(σ − 1)

(γ + 1)j
+

γl−1σl−1(σδ − 1)

(γ + 1)l

⎞
⎠
⎞
⎠

× J∗ (F̄ (e(k), ue(k))
)⎫⎬⎭

=

⎛
⎝1 +

l∑
j=1

γjσj−1(σ − 1)

(γ + 1)j
+

γlσl(δ − 1)

(γ + 1)l

⎞
⎠ J∗ (e(k))
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Define two scalar functions α(‖e(k)‖) and β(‖e(k)‖), which
satisfy the following two conditions.

1) If e(k) ∈ ΩΓ, then

α (‖e(k)‖) = β (‖e(k)‖) = V̄i (e(k)) . (28)

2) If e(k) ∈ ΩΓ, where ΩΓ := R
n \ ΩΓ, then α(‖e(k)‖) and

β(‖e(k)‖) are both monotonically increasing functions
and satisfy

0 < α (‖e(k)‖) ≤ V̄i (e(k)) ≤ β (‖e(k)‖) . (29)

For an arbitrary constant ς > Γ, there exists a �(ς) > Γ
that satisfies β(�) ≤ α(ς). For T = 1, 2, . . ., if e(k) ∈ ΩΓ

and e(k + T ) ∈ ΩΓ hold, then V̄i(e(k + T ))− V̄i(e(k)) ≤ 0.
Hence, for ∀ e(k) ∈ ΩΓ that satisfies Γ ≤ ‖e(k)‖ ≤ β(�), there
exists a T > 0 that satisfies

α(ς) ≥ β(�) ≥ V̄i (e(k)) ≥ V̄i (e(k + T )) ≥ α (‖e(k + T )‖)

which obtains ς > ‖e(k + T )‖. Therefore, for ∀ e(k) ∈ ΩΓ,
there exist a T = 1, 2, . . . that makes ‖e(k + T )‖ ≤ ς hold. As
ς is arbitrary, let ς → Γ; then, we can obtain ‖e(k + T )‖ ∈ ΩΓ.
According to the definition in [37], we have that e(k) is UUB,
when V̂i(e(k)) reaches the upper hound V̄i(e(k)).

Next, for V̂i(e(k)) ≤ V̄i(e(k)), there exists time instants T0

and T1 that make

V̄i (e(k)) ≥ V̄i (e(k+T0))≥ V̂i (e(k))≥ V̄i (e(k+T1)) (30)

hold for ∀ e(k), e(k + T0), e(k + T1) ∈ ΩΓ. Choose ς1 > 0
that satisfies V̂i(e(k)) ≥ α(ς1) ≥ V̄i(e(k + T1)). Then, there
exists �1(ς1) > 0 that makes α(ς1) ≥ β(�1) ≥ V̄i(e(k + T1))
hold. According to (30), we have

α(ς) ≥β(�) ≥ V̂i (e(k)) ≥ α(ς1) ≥ β(�1) ≥ V̄i (e(k + T1))

≥α (‖e(k + T1)‖) . (31)

According to the definition of α(‖e(k)‖) and β(‖e(k)‖) in (28)
and (29), for an arbitrary constant ς > Γ, we can obtain ‖e(k +
T1)‖ ≤ ς , which shows that v̂i(e(k)) is a UUB control law for
the tracking error system (9). �

Corollary 3.1: For i = 0, 1, . . ., let V̂i(e(k)) and v̂i(e(k)) be
obtained by (15) and (16), respectively. If U(e(k), v̂i(e(k))) >
∇Vi(ξV̄i

)εe(k) holds for ∀ e(k), then the iterative control law
v̂i(e(k)) is an asymptotically stable control law for system (9).

IV. NN IMPLEMENTATION FOR THE OPTIMAL

TRACKING CONTROL SCHEME

Here, NNs, including the action network and the critic net-
work, are used to implement the developed stable iterative ADP
algorithm. The whole structure diagram is shown in Fig. 1.

For ∀ i = 0, 1, . . ., the critic network is used to approximate
the performance index function in (16). For j = 0, 1, . . ., let
the output of the critic network be V̂ j

i+1(e(k)) = W jT
ci σc(e(k)),

where σc(e(k)) = σ(Yce(k)), with Yc being an arbitrary matrix
with a suitable dimension. The target function can be written as

Vi+1 (e(k)) = U (e(k), v̂i (e(k))) + V̂i (ê(k + 1)) . (32)

Fig. 1. Structure diagram of the stable iterative ADP algorithm.

Collect an array of tracking errors E(k) = {e1(k), . . . , ep(k)},
where p is a large integer. Introduce an iteration index j =
1, 2, . . . , p, and define the error function for the critic network
as ϑj

ci(e
j(k)) = V̂ j

i+1(e
j(k))− Vi+1(e

j(k)). The weights of
the critic network are updated as [34], [38]

W j+1
ci = W j

ci − lcϑ
j
ci

(
ej(k)

)
σc

(
ej(k)

)
(33)

where ‖σc(e
j(k))‖ ≤ σC for a constant σC , and lc > 0 is the

learning rate of critic network.
The action network is used to approximate the iterative

control law v̄i(e(k)), where v̄i(e(k)) is defined by (19). The
output can be formulated as v̂ji (e(k)) = W jT

ai σa(e(k)), where
σa(e(k)) = σ(Yae(k)). Let Ya be an arbitrary matrix with
a suitable dimension. According to E(k), we can define the
output error of the action network as ϑj

ai(e
j(k)) = v̂ji (e

j(k))−
v̄i(e

j(k)), j = 1, 2, . . . , p. The weight of the action network
can be updated as

W j+1
ai = W j

ai − laσa

(
ej(k)

)
ϑjT
ai

(
ej(k)

)
(34)

where ‖σa(e
j(k))‖ ≤ σA for a constant σA, and la > 0 is

the learning rate of action network. The weight convergence
property of the NNs is shown in the following theorem.

Theorem 4.1: For j = 1, 2, . . . , p, let the ideal critic and
action network functions be expressed by

Vi+1

(
ej(k)

)
=W ∗T

ci σc

(
ej(k)

)
+ εci

(
ej(k)

)
v̄i
(
ej(k)

)
=W ∗T

ai σa

(
ej(k)

)
+ εai

(
ej(k)

)
respectively. The critic and action networks are trained by
(33) and (34), respectively. Let W̃ j

ci = W j
ci −W ∗

ci and W̃ j
ai =

W j
ai −W ∗

ai. For ∀ i = 1, 2, . . ., if there exist constants 0 <
λc < 1 and 0 < λa < 1 that satisfy

φjT
ci (k)εci

(
ej(k)

)
≤λcφ

jT
ci (k)φ

j
ci(k)

φjT
ai (k)εai

(
ej(k)

)
≤λaφ

jT
ai (k)φ

j
ai(k)

respectively, where φj
ci(k) = W̃ jT

ci σc(e
j(k)) and φj

ai(k) =

W̃ jT
ai σa(e

j(k)), then the error matrices W̃ j
ci and W̃ j

ai converge
to zero, as j → ∞.

Proof: Consider the following Lyapunov function
candidate:

L
(
W̃ j

ci, W̃
j
ai

)
=

1

lc
tr
{
W̃ jT

ci W̃ j
ci

}
+

1

la
tr
{
W̃ jT

ai W̃
j
ai

}
.
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The difference of the Lyapunov function candidate is given by

ΔL
(
W̃ j

ci, W̃
j
ai

)
≤ −2

(
φjT
ci (k)φ

j
ci(k)− φjT

ci (k)εci
(
ej(k)

))
− 2

(
φjT
ai (k)φ

j
ai(k)− φjT

ai (k)εai
(
ej(k)

))

+ lcσ
2
C

∥∥∥φj
ci(k)− εci

(
ej(k)

)∥∥∥2
+ laσ

2
A

∥∥∥φj
ai(k)− εai

(
ej(k)

)∥∥∥2
≤

(
−2(1− λc) + lcσ

2
C(1 + χc)

) ∥∥∥φj
ci(k)

∥∥∥2
+
(
−2(1− λa) + laσ

2
A(1 + χa)

) ∥∥∥φj
ai(k)

∥∥∥2 (35)

where we letχc>0 andχa>0be constants that satisfy εTci(e
j(k))

εci(e
j(k)) ≤ χcφ

jT
ci (k)φ

j
ci(k) and εTai(e

j(k))εai(e
j(k)) ≤

χaφ
jT
ai (k)φ

j
ai(k), respectively. Selecting lc and la that satisfy

lc < (2(1−λc)/σ
2
C(1 + χc) and la < (2(1−λa)/σ

2
A(1 + χa),

respectively, we have ΔL(W̃ j
ci, W̃

j
ai) ≤ 0, j = 1, 2, . . . , p. Let

j → ∞, and we can obtain the conclusion. �
Based on the given analysis, the whole data-driven stable it-

erative ADP algorithm for the WGS system can be summarized
in Algorithm 1.

Algorithm 1 Data-Driven Stable Iterative ADP Algorithm.

NN modeling and system transformation:

1: Collect an array of system data of WGS system (3).
2: Establish model network, where the NN training rule is

expressed as in (5).
3: Establish uf network, where the NN training rule is

expressed as in (6).
4: Transform the WGS tracking system (3) into an error

regulation system (10).

Stable iterative ADP algorithm:

5: Let i = 0 and V0(e(k)) = P (e(k)), where P (e(k))
satisfies (14).

6: Compute the iterative control law v̂i(e(k)) by (15). Update
the iterative performance index function V̂i+1(e(k))
by (16).

7: If the approximation error σ satisfies (25), then go to
Step 8; else, reduce the approximation error σ and go to
Step 6.

8: If |V̂i+1(e(k))− V̂i(e(k))| ≤ ζ, then go to next step.
Otherwise, let i = i+ 1 and go to Step 6.

9: return v̂i(e(k)) and V̂i(e(k)).

Remark 4.1: One property should be pointed out. For
∀ i = 1, 2, . . ., if we define the approximation error function
εi(e(k)) as

V̂i (e(k)) = Γi (e(k)) + εi (e(k)) (36)

then, according to (23), we have εi(e(k)) ≤ ε, where ε =
sup{εi}, i = 0, 1, . . .. According to (18) and (25), we can
obtain the following equivalent convergence criterion:

εi (e(k)) ≤
V̂i (e(k)) (δ − 1)

γδ + δ − 1
. (37)

From (37), we can see that, if ‖e(k)‖ is large, then the de-
veloped iterative ADP algorithm permits convergence under
large approximation errors, and if ‖e(k)‖ is small, then small
approximation errors are required to ensure the convergence
of the iterative ADP algorithm. As the approximation errors
and disturbances exist, the convergence criterion (37) cannot
generally be satisfied for ∀ e(k). Define a new tracking error set
as follows:

Θe =

{
e(k)|εi (e(k)) >

V̂i (e(k)) (δ − 1)

γδ + δ − 1

}
.

As εi(e(k))≤ε is finite, if we define Υ=supe(k)∈Θe
{‖e(k)‖},

then we have that Υ is finite. Thus, for ∀ e(k)∈Θe, Θe := R
n \

Θe, we can get that V̂i(e(k)) is convergent, i.e., V̂∞(e(k)) =
limi→∞ V̂i(e(k)).

V. NUMERICAL ANALYSIS

Here, numerical experiments will be studied to show the
effectiveness of the developed stable iterative ADP algorithm
with approximation errors and disturbances. For WGS sys-
tem (3), we let the current reaction temperature be x(0) =
273 ◦C. Let the desired reaction temperature be τ = 375 ◦C.
Observe the volume percentage compositions in the inlet water
gas of the WGS system; we obtain [θCO, θCO2

, θH2
, θH2O] =

[24.39%, 14.71%, 22.79%, 38.11%].
To model WGS system (3), we collect 20 000 input-state

data from the real-world WGS operational system. Then, three-
layer BP NNs are established with the structures 2–15–1 and
2–15–1 to approximate the WGS system and reference control,
respectively. Give the disturbances of the system and control
input in Fig. 2(a) and (b), respectively. Let the learning rates
of NNs be 0.001, and implement the developed iterative ADP
algorithm for 25 iterations. The curve of the admissible approx-
imation errors for the developed ADP algorithm is displayed in
Fig. 3. In Fig. 3, we can see that, for different e(k) and iteration
index i, it requires different approximation error to guarantee
the convergence of the developed iterative ADP algorithm.
Let ε̄ = max{εm, εu, ρi, πi} be the maximum reconstruction
error of NNs for i = 0, 1, . . . , 25. We choose two reconstruction
errors ε̄’s, which are 10−6 and 10−4, respectively, to train the
NNs. The convergence trajectories of the iterative performance
index functions are shown in Fig. 2(c) and (d), respectively.

Implement the iterative control law for the WGS system (3).
Let the implementation time Tf = 100. The trajectories of the
states and controls are displayed in Fig. 4(a)–(d), respectively.
From the numerical results, we can see that, by using the stable
iterative ADP algorithm, the iterative control law can make the
tracking error system be UUB, which shows the robustness
of the developed algorithm. Moreover, we can see that, if we
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Fig. 2. Disturbances and iterative performance index function. (a) System
disturbance. (b) Control disturbance. (c) Iterative performance index function
under ε̄ = 10−4. (d) Iterative performance index function under ε̄ = 10−6.

Fig. 3. Curve of the admissible approximation errors.

enhance the training precision of the NNs, such as reduce
ε̄ from 10−4 to 10−6, then the approximation errors can be
reduced, and the system state will be closer to the desired
one. The optimal state and control trajectories for ε̄ = 10−6

are shown in Fig. 5(a) and (b), respectively. In real-world
NN training, the training precision of NNs is generally set to
a uniform one. Thus, it is recommended that the developed
iterative ADP algorithm is implemented with high training
precision that makes the iterative performance index function
converge for most of the state space.

On the other hand, to show the effectiveness of the stable
iterative ADP algorithm, numerical results by the developed

Fig. 4. Iterative trajectories of states and controls for different ε̄’s. (a) State
for ε̄ = 10−4. (b) Control for ε̄ = 10−4. (c) State for ε̄ = 10−6. (d) Control
for ε̄ = 10−6.

Fig. 5. Comparisions by ADP and MFAC. (a) State trajectory by ADP.
(b) Control trajectory by ADP. (c) State trajectory by MFAC. (d) Control
trajectory by MFAC.

algorithm will be compared with the ones by the data-driven
model-free adaptive control (MFAC) algorithm [39]. According
to [39], the controller is designed by

u(k)=u(k − 1) +
ρΦT (k) (τ − x(k))

λ+ ‖Φ(k)‖2

Φ(k)=Φ(k−1)+
η(Δx(k)−Φ(k−1)Δu(k−1))Δu(k−1)

μ+‖Δu(k−1)‖

2

where η = ρ = μ = 1, and λ = 0.5. Let Φ(0) be initialized
by an arbitrary positive definite matrix. The corresponding
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state and control trajectories are shown in Fig. 5(c) and (d),
respectively. From the numerical results, we can see that, using
the developed stable iterative ADP algorithm, it takes 25 time
steps to make the system state track the desired one. By MFAC
algorithm in [39], it takes 50 iteration steps to make the system
state track the desired one. Furthermore, there exist overshoots
by the method of [39], although the overshoots are avoided by
the developed stable iterative ADP algorithm. These illustrate
the effectiveness of the developed algorithm.

VI. CONCLUSION

In this paper, an effective data-driven stable iterative ADP
algorithm has been established to solve optimal temperature
control problems for WGS systems. Using the WGS system
data, NNs are used to approximate the system model and
the reference control, respectively. The stable iterative ADP
algorithm is established to obtain the optimal control law where
the approximation errors of NNs and the disturbances are
both considered. The convergence and stability properties are
both analyzed. Finally, numerical results on the WGS system
illustrate the effectiveness of the developed algorithm.
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