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A NSGA-II-Based Calibration Algorithm for
Underwater Binocular Vision Measurement System

Shihan Kong , Xi Fang , Xingyu Chen, Zhengxing Wu , and Junzhi Yu , Senior Member, IEEE

Abstract— In this paper, a nondominated sorting genetic algo-
rithm (NSGA)-II-based calibration algorithm for the underwater
binocular vision measurement system is proposed. The under-
water measurement results will be incorrect with the binocular
camera model in air. To deal with this problem, a refractive
camera model and an akin triangulation are proposed to establish
the nonlinear relationship with housing parameters between the
object and its corresponding image plain points. A novel usage
of checkerboard based on the relative position relationship of
corners is employed to set three optimal goals, i.e., the distance
difference, the vertical direction difference, and the parallel
direction difference. The process of calibration is regarded as
a multiobjective optimization and solved by NSGA-II. Finally,
experimental results demonstrate the validity and effectiveness
of the proposed calibration algorithm.

Index Terms— Akin triangular, multiobjective optimization,
refractive camera model, underwater calibration, underwater
measurement.

I. INTRODUCTION

UNDERWATER image processing technology has
attracted great attention in recent years. Compared

to the acoustic sensors that are extensively applied in
the underwater exploration and measurement [1], [2],
the underwater vision is more appropriate for the short
distance operation for its flexibility, portability, and low cost.
If the underwater binocular vision system (UBVMS) can be
employed to accurately measure underwater objects, the task
for the underwater measurement will be more convenient and
efficient.

The calibrations for various camera systems in air are fully
investigated [3]–[6]. With the difference from vision system

Manuscript received June 1, 2018; revised February 17, 2019; accepted
March 8, 2019. Date of publication April 16, 2019; date of current version
February 10, 2020. This work was supported in part by the National Natural
Science Foundation of China under Grant 61725305, Grant 61633004, Grant
61633020, and Grant 61836015, in part by the Pre-Research Fund of Equip-
ments of China under Grant 61403120108, and in part by the Beijing Natural
Science Foundation under Grant 4161002. The Associate Editor coordinating
the review process was Zheng Liu. (Corresponding author: Junzhi Yu.)

S. Kong, X. Chen, and Z. Wu are with the State Key Laboratory of
Management and Control for Complex Systems, Institute of Automation,
Chinese Academy of Sciences, Beijing 100190, China, and also with the
School of Computer and Control Engineering, University of Chinese Acad-
emy of Sciences, Beijing 100049, China (e-mail: kongshihan2016@ia.ac.cn;
chenxingyu2015@ia.ac.cn; zhengxing.wu@ia.ac.cn).

X. Fang is with the School of Mechanical Engineering and Automation,
Beihang University, Beijing 100191, China (e-mail: fangxi@buaa.edu.cn).

J. Yu is with the State Key Laboratory of Management and Control for
Complex Systems, Institute of Automation, Chinese Academy of Sciences,
Beijing 100190, China, and also with the State Key Laboratory for Turbulence
and Complex System, Department of Mechanics and Engineering Science,
BIC-ESAT, College of Engineering, Peking University, Beijing 100871, China
(e-mail: junzhi.yu@ia.ac.cn).

Color versions of one or more of the figures in this article are available
online at http://ieeexplore.ieee.org.

Digital Object Identifier 10.1109/TIM.2019.2906974

in air, underwater vision system is confronted with great
challenges. Employing the refractive model of cameras instead
of the classical pinhole model is one of the most promi-
nent challenges. The electric parts of cameras are normally
protected by a waterproof house, which is usually made of
refractive materials. Therefore, the light from the object to the
optic center of the camera will pass through three different
refractive index media, i.e., water, glass or acrylic, and air.
Refraction will happen on two surfaces, such as a water-to-
glass and a glass-to-air surface. On the assumption of parallel
refracting surfaces, we develop a mathematical model of the
refractive camera to describe the light path through multiple
media based on Snell’s law. According to the mathematical
model, there is a nonlinear relationship between the ray of
light, the normal of refractive surfaces nπ , the vertical distance
from the optical center to the glass-to-air surface d0, and the
thickness of the i th media di (i>0). We define nπ , d0, and di as
the housing parameters. Our calibration algorithm is proposed
to compute the housing parameters.

The primary contributions of this paper are threefold. First,
we integrate the refractive model of multiple media without
loss of generality, employ the underwater akin triangulation
to obtain target positions, and provide a necessary refractive
surface constraint to restrict the range of housing parame-
ters. Second, a novel usage of checkerboard based on the
relative position relationship of corners for underwater cali-
bration is put forward to convert the process of underwater
camera calibration to a multiobjective nonlinear optimization
with nonlinear constraints, avoiding solving equation of the
complex nonlinear refractive geometrical relationship. Third,
comprehensive experiments designed to measure the position
of a checkerboard and the size of rulers in different postures
demonstrate the feasibility and robustness of this calibration
algorithm.

The rest of this paper is organized as follows. Section II
includes a brief overview of related works. In Section III,
the mathematical model of the multiple media refractive
geometry is established. We propose an underwater binocular
measurement method named akin triangulation in Section IV.
The calibration algorithm for UBVMS based on nondom-
inated sorting genetic algorithm (NSGA)-II is detailed in
Section V. Section VI deals with the experiments and analy-
ses. Finally, the conclusion and future work are given in
Section VII.

II. RELATED WORKS

To achieve a good calibration for UBVMS, modeling non-
linear refractive relationship of underwater cameras is quite
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essential. Some comprehensive overviews on establishing cam-
era models in underwater imaging and underwater calibration
algorithms can be found in [7]–[10]. Shortis [10] offered
an overview about the underwater calibration techniques,
in which the underwater calibration methods are legitimately
classified in three categories, i.e., the absorption, the geometric
correction, and perspective center shift or virtual projection
center approach. On the other hand, the perspective center shift
or the virtual projection center approach is a variation from
geometric correction, for both of them are based on refractive
photogrammetric models. Therefore, we give a brief overview
on absorption calibration methods and geometric correction
methods hereinafter.

Although a lot of studies are conducted on underwater
vision, by far most of them do not establish refractive cam-
era models explicitly [10], still based on the pinhole model.
Some of the above-mentioned studies ignore the refractive
effects completely [11]–[14], which do not belong to either
of aforementioned two categories, and the experiments in this
paper present the quietly weak performance of them. On the
other hand, the absorption methods depend on absorption
by the physical camera calibration parameters to correct the
refraction effects. With the hypothesis of that, the camera
optical axis is approximately perpendicular to a plane or
dome camera port, the primary effect of refraction through
the glass-to-air and water-to-glass interfaces will be radially
symmetric around the optical center [15]. This primary effects
of refraction can be absorbed by the radial lens distortion
component of the calibration parameters. Taking the refraction
into consideration dealing with its influence by improving
the nonlinear distortion terms is an implement of typical
absorption methods [16], [17]. Menna et al. [18] utilized a
network of digital still camera images to characterize the
shape of a semisubmerged ship precisely, which is an example
of absorption methods. However, Treibitz et al. [19] demon-
strated that errors will always exist in underwater calibration
by using a pinhole model. In this situation, the traditional
triangulation based on linear relationship of the multiple view
geometry cannot derive the accurate 3-D position informa-
tion of underwater objects [20], [21]. In addition, the main
disadvantage of the absorption methods for the refractive
effects was concluded in [10] that the assumption of a single
projection center for the camera was unsuitable when the
measurements were taken outside the range for the calibration
process.

Recently, an increasing number of studies pay more atten-
tion to setting up and correcting refractive camera models
since it can improve underwater measurement results. Geo-
metric correction methods, with a more complex process of
refractive analysis, become the alternative to simple approach
of absorption. Li et al. [22] proposed a two-phase calibration
method based on quantitative photogrammetric analysis of
underwater imagery who was the one of pioneers for geometric
correction methods. Under the premise of refractions by flat
surfaces, Sedlazeck and Koch [23] presented a flexible calibra-
tion method to obtain the housing parameters for underwater
stereo rigs. This method can account for two refractions with-
out any calibration object by assuming that the glass thickness

of the housing is known. Agrawal et al. [24] proposed a
special calibration technique based on the axial camera model
to approximate exact model parameters of the refraction, such
as the thickness of the refractive surface and its refractive
indices. In practice, the refractive indices are given, so the opti-
mization process can be simplified. Subsequently, Sedlazeck
and Koch [23] presented a new analysis-by-synthesis approach
coupled with an evolutionary algorithm for optimization,
which allows to calibrate the parameters of a light propagation
model for the local water body. Similar to the axis camera
model, Chen and Yang [26] proposed a calibration method for
underwater stereo camera system but cannot avoid the complex
mathematical analysis of the refractive relationship. As a
variation on the geometric correction, the perspective center
shift and virtual projection center approach were proposed by
researchers. Telem and Filin [27] proposed a perspective cen-
ter shift method to develop a solution for a planar housing port.
Dolereit et al. [28] utilized virtual object points to calibrate
underwater cameras, providing a novel way for researchers.
The time-of-flight correction based on Kinect fusion between
RGB and near-infrared response (NIR) was provided for
3-D reconstruction in one of the recent researches, which
fell within the scope of geometric correction methods [29].
In conclusion, the central purpose of geometric correction
methods and its variations is to seek for an effective solution
of refractive parameters [10]. The advantage of these tech-
niques is that the correction of the refractive effects is exact
and without approximations. Although the disadvantages are
requirements for two-phase calibrations and complex refractive
geometrical analysis, and even depending on NIR. In this
case, if two-phase calibrations and the geometrical analysis
are necessary, a feasible calibration method with a simplified
geometrical correction process and a convenient calibration
tool are in need.

Inspired by geometrical correction methods [22]–[28],
we integrate a complete refractive camera model with flat
refractive surfaces and simplify the process of calibration by
a multiobjective optimization to avoid solving the equation of
the nonlinear refractive geometrical relationship. Compared to
the method ignoring the refraction [11]–[14] and the method
regarding the refraction as distortion terms, i.e., the original
approach of absorption [16], [17], as will be demonstrated
later, our proposed calibration method for underwater cameras
can improve the accuracy of the UBVMS.

III. REFRACTIVE CAMERA MODEL

In practice, the ray from objects to the optical center usually
transmits through two refractive surfaces, the water-to-glass
surface and the glass-to-air surface. To integrate the complete
refractive model without loss of generality, we assume that
the normal of image plane is random, that there are N
refractions between objects and the optical center, and that
all the refractive surfaces are parallel to each other. This
refractive model is primarily based on Snell’s law. Note that
the experimental setup of this paper is to verify the feasibility
of the proposed calibration method for UBVMS, because of
which the model used in the experiment has only three specific
media, i.e., air, glass, and water.
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Fig. 1. Underwater camera model considering refraction. (a) General
refractive camera model with N refractions. (b) Two geometrical relationships
between the incident ray and the refracted ray in condition of different
comparisons of the refractive index.

First, the notations are described in Fig. 1(a). There are
N refractive surfaces, and μi , i ∈ [0, N] denote the refrac-
tive index of each medium. O represents the optical center,
on which the camera coordinate system is established. The
directions of rays in each medium are indicated as ri , i ∈
[0, N], which can be regarded as a unit vector in the camera
coordinate system. Meanwhile, the rays intersect each refrac-
tive surface at points Xi , i ∈ [1, N]. Let di , i ∈ [1, N −1] be
the thickness of each medium, but d0 is the vertical distance
from the optical center to the first refractive surface. The unit
normal vector of the series of parallel interfaces is nπ , which
is not parallel to the Z -axis of the camera coordinate system,
but parallel to the direction of the thickness for the generality.
Apparently, when the imaging point of the object is obtained,
the ray to this object can be computed.

Suppose that X0 is the imaging point on the image plane,
which can be easily obtained by mature methods of image
processing. The ray r0 can then be denoted by the following
equation:

r0 =
−−→
O X0

|−−→O X0|
. (1)

Furthermore, the point on the first refractive surface can be
expressed as

X1 = d0

r0 · nπ
r0. (2)

Agrawal et al. [24] have proved that all segments of the
ray from the optical center to the object together with the
unit normal vector nπ lie in a common plane, the plane of
refraction (POR, which can be presented by

(γ ri + δri+1) · (ri × nπ ) = 0 (3)

where i ∈ [0, N − 1], γ and δ are two nonzero real numbers.
Under the constraint of POR, the ray through the refractive

surface satisfies the linear combination of the normal vector
with the direction vector of the previous ray segment as
follows:

ri+1 = αi ri + βi nπ . (4)

In Fig. 1(b), notice that owing to the different comparison
between μi and μi+1, the value of αi and βi is different.

If μi < μi+1⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

αi = μi

μi+1

βi = μi

μi+1
ri · nπ −

√
1 −

(
μi

μi+1

)2

[1 − (ri · nπ)2]
. (5)

If μi > μi+1⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

αi = μi

μi+1

βi =
√

1 −
(

μi

μi+1

)2

[1 − (ri · nπ )2] − μi

μi+1
ri · nπ

. (6)

Now, we have each point on the refractive surface

Xk =
k−1∑
i=0

di

ri · nπ
ri k ∈ [1, N − 1] (7)

Based on (1)–(7), the point on the final refractive surface X N

and the direction of the final segment rN are obtained by
computing layer by layer. Apparently, the object is on the
ray directed by rN , but its position cannot be determined with
only one camera. Hence, the akin triangulation is necessary.

IV. AKIN TRIANGULATION AND

REFRACTIVE CONSTRAINT

A. Akin Triangulation

On account of the refractive camera model in Section III,
the traditional triangulation based on linear relationship of
the multiple view geometry cannot be appropriate for get-
ting the accurate 3-D position information of underwa-
ter objects [20], [21]. Sequentially, without the fundamental
matrix constraint, many classical binocular methods are out
of operation. In this section, the akin triangulation is applied
to improve underwater binocular measurement.

As shown in Fig. 2(a), M cameras locates at the optical cen-
ter Oi . {X0,1, X0,2, . . . , X0,M } is a set of corresponding imag-
ing points of the same object. {XW G,1, XW G,2, . . . , XW G,M}
is a set of intersecting points on the water-to-glass surface.
{rP,1, rP,2, . . . , rP,M } is a set of the direction vector of the
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Fig. 2. Description of the akin triangulation. (a) Multiple camera system
case. (b) UBVMS case.

final ray segment to the object. Based on Section III, we can
obtain the value of XW G,i and rP,i easily in different camera
coordinate references. Here, the camera O1 is defined as the
basic camera, Ri represents the i th camera rotation matrix, and
Ti denotes the i th camera translation vector. Then, we translate
intersecting points and direction vector to the basic camera
coordinate system by the following equations:

Xc0
W G,i = Ri XW G,i + Ti (8)

rc0
P,i = Ri rP,i + Ti . (9)

In this multiple camera system, the position of the object
P can be determined by the crossover point of all rays, which
is similar to the traditional triangulation. Considering the
system errors, these rays cannot intersect each other exactly.
We can seek the object points by minimizing the sum of
distance from P to all rays. Next, L(A, b) is defined as a
straight line through point A with a direction vector b, and
Dis(P, L) denotes the distance from point P to the strait line
L. Therefore, the process of seeking actual position of the
object is described as

P = arg min
p

M∑
i=1

Dis
(

p, L
(
Xc0

W G,i, rc0
P,i

))
. (10)

In the UBVMS, just two cameras are installed as shown
in Fig. 2(b). Consequently, (10) can be simplified by using
the midpoint of the perpendicular to approach the object point.

Namely, we have

Xc0
W G,1 =

⎛
⎜⎜⎜⎜⎝

xW G,1

yW G,1

zW G,1

⎞
⎟⎟⎟⎟⎠ Xc0

W G,2 =

⎛
⎜⎜⎜⎜⎝

xW G,2

yW G,2

zW G,2

⎞
⎟⎟⎟⎟⎠ (11)

rc0
P,1 =

⎛
⎜⎜⎜⎜⎝

m P,1

n P,1

pP,1

⎞
⎟⎟⎟⎟⎠ rc0

P,2 =

⎛
⎜⎜⎜⎜⎝

m P,2

n P,2

pP,2

⎞
⎟⎟⎟⎟⎠ . (12)

Then, the straight lines L(Xc0
W G,1, rc0

P,1) and L(Xc0
W G,2, rc0

P,2)
are denoted separately in the following equations:

x − xW G,1

m P,1
= y − yW G,1

n P,1
= z − zW G,1

pP,1
(13)

x − xW G,2

m P,2
= y − yW G,2

n P,2
= z − zW G,2

pP,2
. (14)

Let t1 and t2 are two intermediate variables, it follows:

t1 =

∣∣∣∣∣∣
n P,1 pP,2 − n P,2 pP,1 xW G,2 − xW G,1 m P,2
pP,1m P,2 − pP,2m P,1 yW G,2 − yW G,1 n P,2
m P,1n P,2 − m P,2n P,1 zW G,2 − zW G,1 pP,2

∣∣∣∣∣∣∣∣∣∣∣∣
n P,1 pP,2 − n P,2 pP,1 m P,1 m P,2
pP,1m P,2 − pP,2m P,1 n P,1 n P,2
m P,1n P,2 − m P,2n P,1 pP,1 pP,2

∣∣∣∣∣∣

t2 = −

∣∣∣∣∣∣
n P,1 pP,2 − n P,2 pP,1 m P,1 xW G,2 − xW G,1
pP,1m P,2 − pP,2m P,1 n P,1 yW G,2 − yW G,1
m P,1n P,2 − m P,2n P,1 pP,1 zW G,2 − zW G,1

∣∣∣∣∣∣∣∣∣∣∣∣
n P,1 pP,2 − n P,2 pP,1 m P,1 m P,2
pP,1m P,2 − pP,2m P,1 n P,1 n P,2
m P,1n P,2 − m P,2n P,1 pP,1 pP,2

∣∣∣∣∣∣
.

Then, the coordinate of the object point is derived by

P =

⎛
⎜⎜⎜⎜⎜⎝

xW G,1+m P,1t1+xW G,2+m P,2 t2
2

yW G,1+nP,1t1+yW G,2+nP,2 t2
2

zW G,1+pP,1t1+zW G,2+pP,2 t2
2

⎞
⎟⎟⎟⎟⎟⎠ . (15)

Finally, we obtain the complete nonlinear geometrical rela-
tionship by the akin triangulation, which forms the mathemat-
ical basis of the calibration algorithm.

B. Refractive Surface Constraint

It is inspired from the akin triangulation that all of the
intersecting points on the glass-to-air or the water-to-glass
surface are in the common plane as the following equation:

nπ ·
M−1∑
i=1

(
Xc0

W G,i − Xc0
W G,i+1

) = 0. (16)

For a binocular camera system, the constraint is simplified by

nπ · (Xc0
W G,1 − Xc0

W G,2

) = 0. (17)
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Fig. 3. Relative position between corners.

The refractive surface constraint is quite necessary, because
calibrated parameters from the below-mentioned optimization
algorithm will probably compute two parallel glass-to-air
or water-to-glass surfaces due to multiple solutions of the
nonlinear refractive relationship equation. Therefore, with the
refractive surface constraint, there are only a single-layer glass-
to-air surface and a single-layer water-to-glass surface in the
result of optimization.

V. CALIBRATION ALGORITHM

According to previous analysis of the refractive camera
model and akin triangulation for the UBVMS, there is a
nonlinear relationship among the object coordinate, the normal
of refractive surfaces nπ , the vertical distance from the optical
center to the first refractive surface dL and dR , and the
thickness of the glass h. nπ , dL , dR , and h are defined as
the binocular housing parameters. Therefore, the object point
can be expressed by a nonlinear function

Obji = f
(
Xi

L , Xi
R, nπ , dL , dR, h

)
. (18)

It is not easy to solve the nonlinear refractive relationship
equation directly. Instead, adopting optimization methods to
explore binocular housing parameters of UBVMS is a better
way. Therefore, we propose a novel usage of checkerboard to
set the optimization goal and employ NSGA-II to achieve it.

A. Novel Usage of Checkerboard

The checkerboard is widely used for camera calibration
recently [30]–[33], related to the homography between the
checkerboard and its image [3]. The homography originates
from the pinhole model and is inapplicable to UBVMS. Next,
a novel usage of checkerboard for underwater calibration is
introduced.

As can be observed from Fig. 3, the distance between two
corners and the relative location among three corners can
be easily determined in advance. Cp,q denotes the corner in
checkerboard pattern coordinate system, and Cc

p,q denotes the
corner in camera coordinate system computed according to the
proposed refractive camera model. Note that the subscript of
C signifies the coordinate in checkerboard pattern coordinate
system. If the calibration is accurate, the following equations
can be established:∣∣−−−−−−→

Cc
p,qCc

m,n

∣∣ = |−−−−−−→
Cp,qCm,n |=w

√
(m− p)2+(n − q)2

(19)

−−−−−−→
Cc

p,qCc
m,n · −−−−−→

Cc
p,qCc

s,t = −−−−−−→
Cp,qCm,n · −−−−−→

Cp,qCs,t (20)

where −−→∗1∗2 and |−−→∗1∗2| denote a vector from corner point ∗1
to corner point ∗2 and its distance, respectively.

Assuming the size of checkerboard is U × V , we propose
three optimization goals for the calibration process.

The first goal is to minimize the distance difference

(nπ , dL, dR, h) = arg min
nπ ,dL ,dR ,h

F1

F1 =
U−1∑
i=1

V −1∑
j=1

∣∣∣∣−−−−−−→
Cc

i, j Cc
i+1, j

∣∣+∣∣−−−−−−→
Cc

i, j Cc
i, j+1|−2w

∣∣.
(21)

This equation means that, for each corner point, the measured
distance from it to its right or down adjacent point is close to
the true value.

The second goal is to minimize the vertical direction dif-
ference

(nπ , dL , dR, h) = arg min
nπ ,dL ,dR,h

F2

F2 =
U−1∑
i=1

V −1∑
j=1

∣∣∣∣∣∣
−−−−−−→
Cc

i, j Cc
i+1, j · −−−−−−→

Cc
i, j Cc

i, j+1∣∣−−−−−−→
Cc

i, j Cc
i+1, j

∣∣∣∣−−−−−−→
Cc

i, j Cc
i, j+1

∣∣
∣∣∣∣∣∣ . (22)

This optimal goal expresses that the four angles at each corner
point are right angles.

The third goal is to minimize the parallel direction
difference

(nπ , dL , dR, h) = arg min
nπ ,dL ,dR ,h

F3

F3 =
U−1∑
i=1

V −1∑
j=1

∣∣F1
3 + F2

3 − 2
∣∣

F1
3 =

−−−−−−→
Cc

i, j Cc
i+1, j · −−−−−→

Cc
1,1Cc

V ,1∣∣−−−−−−→
Cc

i, j Cc
i+1, j

∣∣∣∣−−−−−→
Cc

1,1Cc
V ,1

∣∣
F2

3 =
−−−−−−→
Cc

i, j Cc
i, j+1 · −−−−−→

Cc
1,1Cc

1,U∣∣−−−−−−→
Cc

i, j Cc
i, j+1

∣∣∣∣−−−−−→
Cc

1,1Cc
1,U

∣∣ . (23)

F1
3 = 1 means that the vector from a corner point to its right

adjacent corner point is parallel to the X-axis direction of the
checkerboard. Similarly, F2

3 = 1 denotes that the vector from
a corner point to its down adjacent corner point is parallel to
Y -axis direction of the checkerboard.

In this way, combining the three optimization goals, this
calibration process is regarded as a multiobjective optimization
problem as

(nπ , dL , dR, h) = arg min
nπ ,dL ,dR,h

{F1, F2, F3}. (24)

B. Analysis of the Binocular Housing Parameters

In the aforementioned analysis, the number of binocular
housing parameters is six. Note that the two mathemati-
cal and geometrical relationships can simplify the process
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Fig. 4. Pareto-optimal solutions of the proposed three objective functions
F1, F2, and F3.

of optimization. The first one is the constraint of the unit
normal vector as follows:

nπ (z) =
√

1 − nπ (x)2 − nπ(y)2. (25)

The second one is the geometrical relationship of dL and dR

dR = dL − T · T · nπ

|T · nπ | , (26)

where T denotes the translation vector between the left camera
and the right camera. In this situation, the number of housing
parameters declines to four, only including nπ(x), nπ (y), dL ,
and h.

In addition, the search space of binocular housing parame-
ters can be confirmed in advance. First of all, the refractive
surface constraint mentioned in Section IV is applied to restrict
the search space. In practice, the image plane of binocular
camera and the surface of waterproof house are installed as
parallel as possible for a stable working circumstance, which
restricts the value of nπ(x) and nπ(y) to vary in the range of
[−0.3, 0.3]. The variation range of dL and h can be estimated
approximately by manual measurement.

C. NSGA-II Algorithm

NSGA-II, proposed by Deb et al., is a nondominated sorting
genetic algorithm for multiobjective optimization [34]–[39].
The principle of NSGA-II can be described as follows. The
offspring population Qt , which is obtained after the fast
nondominated sorting approach employed on the parent pop-
ulation Pi , combines with Pt to constitute a new population
Ri (Rt = Pt ∪ Qt ) with the size of 2N . When the nondomi-
nation sorting is conducted on the population Rt , the crowded
comparison operator will be used to compare the individuals
with the equative front calculated by fast sorting. Therefore,
a new population Pt+1 will be generated through eliminating
the improper solution, which is the solution overflow of N .
By looping and eliminating continuously, a group of optimal
solutions will be obtained, which are in the pareto-optimal
frontiers. In practice, one or several solutions should be chosen
from pareto-optimal solutions as the optimal solution for
solving the multiobjective optimization problems. Fig. 4 shows
the pareto-optimal solutions of the proposed three objective
goals.

D. Process of the Calibration Algorithm

The process of our calibration algorithm for the UBVMS
can be described as follows. First, the binocular camera is
calibrated by a methodology in air to obtain its intrinsic matrix,
extrinsic matrix, and distortion parameters, which are invariant

Fig. 5. Schematic of the experimental setup.

for underwater circumstance. Second, we obtain images of
underwater checkerboard and remove the distortion, followed
by the detection of checkerboard corners. Then NSGA-II
parameters nGen and n Pop are set, each random group of
binocular housing parameters is initiated as the individual in
the population. For each individual, the 3-D positions of cor-
ners are computed according to the refractive models and akin
triangulation as in (18), which must conform to the refractive
surface constraint as in (17). If one of the individuals is out
of the constraint, the crossing-over and mutation operation is
executed. Then, we solve the multiobjective optimization as
in (24) by NSGA-II to update an appropriate group of housing
parameters. Finally, when the present generation Gen reaches
the total generations nGen the optimization is finished. One
of the solutions in H is picked out as the calibrated binocular
housing parameter.

VI. EXPERIMENTS AND RESULTS

A. Experimental Setup

To accomplish the following experiments, we choose a tank
with the dimensions of 120-cm long, 80-cm wide, and 80-cm
deep. As shown in Fig. 5, a binocular camera connected to
the computer and protected by a glass waterproof is installed
at the left side of the tank. A checkerboard, a ruler, and a
triangular ruler are employed to demonstrate different perfor-
mances. The whole measurement experiments refer to the left
camera coordinate system. Finally, the experimental results are
numerically computed in MATLAB.

B. Results of Calibration

Two checkerboards in different sizes are chosen in this step.
One is 8 × 16 grids with 25-mm side length and the other is
6 × 9 grids with 30-mm side length. Images of the former
are used to calibrate the parameters, and images of the
latter are utilized in a test set to verify the calibration result.
The number of images for each checkerboard is 30. Note that
the variation of the calibration parameters can be estimated by
a prior roughly measurement. In our experimental setup, nπ (x)
and nπ (y) vary in the range of [−0.3, 0.3], h varies the range
of [−6.0, 7.0], and dL varies in the range of [−14.0, 15.0].
In the NSGA-II procedure, nGen is set to 100 and n Pop is set
to 50. Note that the crossover rate is empirically set to 0.8 and
the mutation rate is set to 0.1. The appropriate crossover and
mutation rate will increase the population diversity in order
to improve the convergence speed and avoid local optimum
solutions. In addition, the partially mapped crossover (PMX)
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Fig. 6. Evaluation index on the test set. (a) Average distance difference of
each checkerboard image on the test set. (b) Average vertical difference of
each checkerboard image on the test set. (c) Average parallel difference
of each checkerboard image on the test set.

and simple mutation are separately adopted for crossover and
mutation. After calibration, we get the result as nπ (x) =
0.0010, nπ (y) = 0.0998, dL = 14.9878, and h = 6.5325.

Shortis [10] indicated that the accuracy of the calibration
parameters would be enhanced if the attitudes of checker-
board were various and the calibration range was extensive
enough, for a high level of redundant information, provided
by many target image observations on many exposures, could
eliminate the outliers. Therefore, for calibrating the UBVMS
precisely and reliably by the proposed algorithm, the attitudes
and the calibration range of the checkerboard should meet
this rule.

In (24), there are three optimization goals including the dis-
tance difference, the vertical direction difference, and the
parallel direction difference, which can be regarded as the
evaluation index on the test set. The distance difference is
the error between the measured value and the real value of
the length of each grid side. The vertical direction difference
and parallel direction difference are computed referring to (22)
and (23). Therefore, the average differences of distance, ver-
tical direction, and parallel direction are computed in each
image of the test set shown in Fig. 6. Noticeably, each
average difference distributes in a small range around zero.
Furthermore, the measurement accuracy rate of distances on
checkerboard reaches 98.5% by the radial lens distortion
correction [10], whereas the measurement accuracy rate by the

TABLE I

CALIBRATION RESULTS WITH NOISES

proposed method is up to 98.9%. Therefore, the calibration
results are satisfactory.

It is necessary to verify the feasibility of the proposed
calibration algorithm with different calibration attempts such
as different underwater environments, different camera perfor-
mances, and different accuracies of the checkerboard corner
detection algorithms. The primary factor for impact on the
calibration results is the difference in pixel coordinates of
checkerboard corners with different calibration attempts. How-
ever, limited to the existing experimental condition, the real
data from different calibration attempts are difficult to obtain.
In this situation, referring to the simulative validation method
of Telem and Filin [27], an additive normally distributed
random shift noise with ∼ 2N(0, σ 2

0 ) is applied to each corner
pixel coordinate to simulate the shift of pixel coordinates.
Along with σ0 from 0 to 1.2 by step of 0.3, the calibration
parameter results are shown in Table I. The stable results of
calibration parameters demonstrate that the proposed calibra-
tion algorithm is robust for different attempts.

C. Experiments on Position Measurement

The experiment is designed as follows to demonstrate the
accurate position measurement. First, the real location of the
checkerboard is obtained by binocular triangular algorithm
in air, when the tank is without water. Then, the tank is
filled with water and the location of the checkerboard is fixed
and unchanged. In the underwater circumstance, we choose
three methods to calibrate the binocular camera and then
measure the position of the checkerboard. Method I is the
direct binocular calibration algorithm with intrinsic matrix,
extrinsic matrix, and the distortion parameters calibrated in
air. Method II is the binocular calibration algorithm with
intrinsic matrix, extrinsic matrix, and the distortion parameters
calibrated underwater without regard to the explicit refrac-
tive model [16], [17]. Method III is proposed in this paper
considering the refractive camera model. The Ground Truth is
obtained by the couple of paired images in air in a well-known
binocular measurement methodology.

The position coordinates measurement results, in the left
camera reference system, are shown as Fig. 7. Method I is
terrible, for the surface of checkerboard is bent and the mea-
sured position is significantly different from the Ground Truth.
Method II is closer to the Ground Truth than Method I but
an unacceptable error still exists. Compared to Method I
and Method II, it is apparent that Method III has a better
position measurement performance with an accurate shape of
the checkerboard and accurate positions of corners.
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Fig. 7. Results of position measurement. (a) Image of the fixed checkerboard
in air. (b) Image of the fixed checkerboard in water. (c) Results of position
measurement with the left camera coordinate system as the reference.

TABLE II

ERROR OF POSITION MEASUREMENT

For quantitative analysis, an error index Err is used to
evaluate the results of the three methods

ErrMethod∗ =
∑nCorners

i=1 (Posi,Method∗ − Posi,GT)

nCorners
(27)

where nCorners is the number of corners of the checkerboard,
Posi,Method∗ denotes the measured position of a corner accord-
ing to Method *, and Posi,GT is the ground-truth position.
The computed results are listed in Table II, which intuitively
indicate that the binocular camera calibrated by Method III can
measure the position of objects underwater more accurately
and reliably.

D. Experiments on Length and Angle Measurement

The binocular camera, separately calibrated by Method II
and Method III, measures the length of a ruler and the angle
of a triangular ruler underwater. The ruler is marked by
two points, between which the distance is 300 mm, and the
triangular ruler has a 30◦ angle and a 60◦ angle. We capture
images of the ruler and the triangular ruler at different attitudes
underwater shown in Fig. 8. The corresponding length and
angle measurement results are listed in Table III.

For underwater measurements, Method II performs worse.
Inversely, calibrated by Method III, the binocular camera

Fig. 8. Experiments on length and angle measurements. Note that the (a) ruler
and (b) triangular ruler are put at different attitudes to prove the robustness
of the method.

TABLE III

RESULTS OF LENGTH AND ANGLE MEASUREMENT

measures the length at the average accuracy up to 97.7%, and
measures the angle at about 97.5%. In case of underwater short
distance operations requiring higher precision, the accuracy is
sufficient.

E. Discussion

According to the experimental results, the UBVMS cal-
ibrated by our algorithm can measure the position, length,
and angle accurately. The binocular camera is calibrated by
Method III to obtain the binocular housing parameters, over-
coming the problem of image change caused by refractions.

Compared to Method I and Method II, Method III is much
more logical and considerate. In Method I, the refractive cam-
era model is considered into calibration in order to improve
the measurement accuracy. Method II takes refractions into
consideration, but the refractive relationship is not explicit and
is regarded as linear, leading to the unreliable measurement.
It is apparent that the proper refractive camera model is
essential for accurate measurement. Note that the key reason
for the accurate measurement is to compute accurate position
coordinates of objects. The three optimal goals derived from
the novel usage of checkerboard are organized to represent
precise positions of checkerboard corners, which urges the
measurement accuracy.
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TABLE IV

COMPARISON BETWEEN THE PROPOSED ALGORITHM AND THE TIME-OF-FLIGHT METHOD

Solving the nonlinear refractive relationship between the
objects and their corresponding points on the image plane
directly is complicated depending on complex mathematical
analysis. Compared to the calibration methodologies presented
in [23]–[26] and [28], Method III uses a multiobjective
optimization to avoid the complex mathematical analysis of
refractive relationship. The intelligent optimization algorithm
NSGA-II is a sagacious choice.

Furthermore, the motivation of the proposed algorithm is to
provide support technology for underwater robot operations in
the future. Similarly, the time-of-flight method, one of the most
recent calibration methods, can be applied to underwater robot
operations [29]. Under the background of underwater robot
application, the proposed algorithm is compared with the time-
of-flight method according to measurement accuracy, measure-
ment distance, geometrical conditions, auxiliary means, and
robotic applications. On account of difficulty in reproducing
the same experimental setup, a direct quantitative comparison
with the time-of-flight method is impossible. However, major
differences are presented in Table IV. Note that the proposed
algorithm has a slightly lower accuracy than the time-of-flight
method, but it is enough for underwater robot operations.
Redundant design of mechanical structure will compensate
for the measurement errors. In addition, it is difficult to
keep the optical axis direction vertical to refractive surface
practically. Therefore, the random optical axis direction is
more general for different applications. Calibration only by
a typical checkerboard can be implemented easily in differ-
ent field environments. In addition, the proposed algorithm
is suitable for various binocular cameras, but the time-of-
flight method demands cameras equipped with infrared ray
like Kinect. If some underwater robots have limited space to
carry the cameras equipped with infrared ray, the proposed
method will be more appropriate for the UBVMS. In summary,
the proposed algorithm has wider application scenarios than
the time-of-flight method.

VII. CONCLUSION

This paper has proposed a feasible calibration algorithm for
UBVMS. First, the general refractive camera model is estab-
lished and binocular housing parameters are introduced. Next,
the akin triangulation is described to determine the position of
objects. Derived from the akin triangulation, the refractive sur-
face constraint is to ensure that multiple solutions are avoided.
To obtain the housing parameters, a new usage of checkerboard
is proposed to set three optimization goals instead of the
direct solving of nonlinear refractive relationship. By means

of NSGA-II, the binocular housing parameters are calibrated.
Finally, experimental results demonstrate the feasibility of the
calibration algorithm.

In the future, the developed calibration algorithm will be
improved for the binocular camera, considering the light
distortion and the optimization premature convergence prob-
lem, to measure position coordinates more precisely. Then,
the underwater 3-D reconstruction will be further investigated.
The UBVMS will be embedded in the remotely operated
vehicles or robotic fish for underwater operations.
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