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Abstract—Traffic data imputation is critical for both research and applications of intelligent transportation systems. To develop traffic data imputation models with high accuracy, traffic data must be large and diverse, which is costly. An alternative is to use synthetic traffic data, which is cheap and easy-access. In this paper, we propose a novel approach using parallel data and generative adversarial networks (GANs) to enhance traffic data imputation. Parallel data is a recently proposed method of using synthetic and real data for data mining and data-driven processes, in which we apply GANs to generate synthetic traffic data. As it is difficult for the standard GAN algorithm to generate time-dependent traffic flow data, we made twofold modifications: 1) using the real data or the corrupted ones instead of random vectors as latent codes to generator within GANs and 2) introducing a representation loss to measure discrepancy between the synthetic data and the real data. The experimental results on a real traffic dataset demonstrate that our method can significantly improve the performance of traffic data imputation.

Index Terms—Parallel data, generative adversarial networks, traffic flow imputation, data augmentation, deep learning.

I. INTRODUCTION

With the recent success in deep learning methods, large amounts of high-quality traffic data are becoming increasingly important to develop traffic models [1]–[5]. However, in practice, it is time-consuming and expensive to collect large-scale traffic data. And more often, traffic data collected from physical sensors in the real world are missing or corrupted due to detector failures. Thus, the task of imputing traffic data is required [6], [7].

Recently, parallel data, a new method, has been proposed to use synthetic and real data for data mining and data-driven processes [8]. The idea of using parallel data, i.e. synthetic data and real data, to develop a model has become appealing since the synthetic data can augment the real data automatically that complements the original data, which provide a way to obtain big data economically and help us to train robust and powerful models [9], [10]. For example, synthetic data have been applied in pose and gaze estimation tasks [11]. However, this problem is challenging as synthetic data may not capture characteristics of real data and there can be a huge gap between synthetic data and real data, which leads to models learned from synthetic data failing to work well. Therefore, we need to generate synthetic data as real as possible.

In this paper, we investigated the feasibility to impute traffic flow with synthetic data and real data simultaneously. Herein we call synthetic data and real data as parallel data, i.e. a mixed set of real data collected in the real world and artificial data generated based on real data. The starting point is to generate synthetic data with generative adversarial networks (GANs) taking real data as input, and then the parallel data are used to train the imputation model. We conducted a series of experiments to evaluate the imputation models on the parallel data and on the real data, respectively. Experiments showed that models trained on the parallel data have a higher accuracy.

Most successful examples of GANs focus on generating data especially in images and texts where the latent code fed into the generator does not need to embed time-serial dependence. However, those cannot be directly applied in generating traffic flow data as they have strong time-serial dependence. To address this issue, we propose a novel method to train GANs, which take original data or corrupted data as the input of the generator. In this paper, we used the synthetic data to augment the original data to help improve traffic flow imputation models, which needs to constrain the discrepancy between synthetic data and real data. Thus, we introduced a new loss function in the objective function of the generator, called representation loss, to decrease the reconstruction error between synthetic data and real data.

The main contributions of this paper are as follows:

(i) The parallel data paradigm, utilizing real data and synthetic data, was proposed to impute traffic flow. The algorithm to develop models with parallel data was given and we performed extensive experiments on real traffic dataset to investigate the effectiveness of the proposed method. Experimental results show that our method leads to significant improvements.

(ii) Different from existing variations of GANs, we proposed to take the original data or its corrupted data as the latent code and apply a representation loss to additionally optimize the generator.

The rest of this paper is organized as follows. Section II reviews related studies on traffic data imputation and GANs. Section III presents our approach to impute traffic data with parallel data paradigm. Section IV provides the experimental results to verify the effectiveness of our approach. Section V concludes this paper.

II. RELATED WORKS

In this section, we first review traffic data imputation algorithms. Then we present basics and recent applications of GANs.

A. Traffic Data Imputation

Traffic data imputation is targeted to estimate the missing or corrupted data points with known observed traffic data [7], [12]. Many methods have been proposed to solve traffic data imputation problem, which can be generally categorized to prediction/interpolation methods and statistical learning methods. The prediction/interpolation methods estimate the corrupted data with known historical data from the current and/or neighboring detector data. These methods include autoregressive integrated moving average [13], support vector regression [14], [15], k-Nearest neighbors [16], etc.
provide a methodology for probability density estimation, which explore the structures of GANs [25], [26]. In the field of applications, conditional GAN, and InfoGAN are two significant advances to train GANs by applying alternative cost functions [23], [24]. Among these works, Wasserstein methods and structures of GANs. The statistical learning methods estimate the corrupted data by learning the statistical characteristics of traffic data. Markov chain Monte Carlo and neural networks are two representative statistical methods [7], [17]–[20].

B. Generative Adversarial Networks

GANs are a class of generative models which can generate synthetic data that resemble or are to some extent related to the training data, which works by mimicking the distribution of real data in mathematics. GANs have been applied in generating images, videos and language [21], [22]. GANs provide a powerful framework to estimate generative models by adversarial training. Fig. 1 shows the basic structure of GANs, which have two competing components, named as the generator G and the discriminator D, respectively. Typical models for G and D are deep neural networks. The generator G learns to map given samples from a standard random distribution to samples that are drawn from the same distribution as the training data. The discriminator D takes in samples both from the true data and the artificial data generated by G. The generator G tries to fool the discriminator D to not classify generated samples as real, while the discriminator D tries to classify them as real or fake. Ideally, the discriminator D cannot distinguish the generated samples and real data when the generator G is well trained.

The generator G and the discriminator D are simultaneously trained as a minimax two-player game. In practice, G and D are trained in an alternating manner. Formally, let \( P_{x} \) be the input standard distribution and \( P_{data}(x) \) be the training data distribution, then the minimax objective of GANs is defined as

\[
\min_{G} \max_{D} \mathbb{E}_{x \sim P_{data}(x)}[\log D(x)] + \mathbb{E}_{z \sim P_{z}(z)}[\log(1 - D(G(z)))]
\]

GANs implicitly model high-dimensional distributions of data and provide a methodology for probability density estimation, which make it flexible for both semi-supervised and unsupervised learning. GANs have become a popular topic since the year of 2014 and there are many variants of GANs in theory and application. In the field of theory and algorithm development, researchers focus on training methods and structures of GANs. Among these works, Wasserstein GAN and Loss-sensitive GAN are two significant improvements to train GANs by applying alternative cost functions [23], [24]. And conditional GAN, and InfoGAN are two significant advances to explore the structures of GANs [25], [26]. In the field of application, GANs have been applied to image dataset synthesis [11], image-to-image style translation [27], image super-resolution [28], dialogue generation [29], etc.

III. METHODOLOGY

To use the parallel data paradigm for traffic data imputation, we need firstly to generate synthetic data, and then develop imputation models with the real data and synthetic data. In this section, we first present generating synthetic traffic data with our improved GANs where we introduce the representation loss in the objective function. Then we present the data generating process and the method to train traffic data imputation models with parallel data.

A. Synthetic Data Generation

Intuitively, due to the time-serial dependence in traffic flow data, the latent code fed into the generator should also embed such dependence. Inspired by this idea, it is convenient to use the original data as the latent code. Besides, the corrupted data, created by adding small scale noises to the original data, is also suitable to be used as the latent code. These two kinds of latent codes can be fed into the generator G to generate synthetic data as shown in Fig. 2. The discriminator D takes real data and synthetic data and assigns a label to indicate its input coming from real data or synthetic data. The probability of assigning the correct label is given by

\[
L_A = \frac{\mathbb{E}_{x \sim P_{data}(x)}[\log D(x)] + \mathbb{E}_{z \sim P_{z}(z)}[\log(1 - D(G(z)))]}{\mathbb{E}_{x \sim P_{data}(x)}[\log D(x)] + \mathbb{E}_{z \sim P_{z}(z)}[\log(1 - D(G(z)))]}
\]

where \( L_A \) is the representation loss.

1) Latent Code Fed Into the Generator: The generator G is a deterministic function that maps the input space into the space of synthetic data. To generate synthetic data, previous GANs-based works utilized an n-dimensional vector, each element of which is a random sample from a particular distribution, as the input fed into G. While in the field of transportation, the data points are usually time dependent, i.e. they are time-series data, each element of the random input vector fed into the generator utilized in previous works, is independent from others. Thus, this is not a proper way to generate time-serial data. To generate diverse and realistic-like time serial data, obviously the input space should: (i) have large-scale and diverse input samples, and (ii) embed temporal dependence.

To fulfill the above two points, we propose to utilize the real data with or without adding noise as the input data as shown in Fig. 2. Here, we explain this intuition more specifically. The real data is
obviously time series but usually volume-limited that is a reason
to apply parallel data. To obtain enough samples, motivated by the
denoising autoencoder, we can add noises to the original data
\( x \) to obtain its corrupted data \( \tilde{x} \) by means of a stochastic mapping
\( \tilde{x} \sim q(\tilde{x} | s; \theta) \). Fig. 3 shows synthetic traffic flow data with random
vectors and real data, respectively. Fig. 3(a) presents the histogram of
real data, synthetic data with real data, and synthetic data with random
vectors, and Fig. 3(b) shows their time series. Clearly, random vectors
in previous GANs are not suitable to generate traffic data, and using
real traffic flow data as the input can be used to generate data with
similar patterns.

We have described the method of utilizing the real data with adding
noises as the input of the generator. As for the method of utilizing
the real data without adding noises, it can be done by firstly feeding
the original data into the generator and thus obtaining the generated
synthetic data, which then will be fed into the generator to get new
synthetic data in a loop manner. The difference of these two methods
is in the data generating stage, and more details are given in section
Traffic data imputation with parallel data.

2) Representation Loss: In this study, our target is to generate artificial
data to augment the real data, so the generated data samples are
desired to resemble the corresponding input samples. Recall that
in GANs, the generated data samples are desired to be realistic
samples from the original dataset, where there is no constraint for
a generated sample to resemble or be related to which input samples.
To tackle this problem, we propose to apply a representation loss
to constraint the generated sample to be similar to corresponding
input samples. The representation loss is to measure the discrepancy
between the generate sample and its input sample. Decreasing the
representation loss would penalize the generated samples that does
not resemble their corresponding input samples. And according to
our experiments, decreasing representation loss also helps accelerate
the convergence of generator. Formally, we define the representation
loss as
\[
L_R = V(G(x), x) 
\]
(2)
where \( V \) is the function to map the difference between the input
sample \( x \) and the generated sample \( G(x) \). A convenient choice for
is the \( \ell_1 \) norm, and the representation loss becomes
\[
L_R = \|G(x) - x\|_1 
\]
(3)

Our motivation of applying the representation loss is to constrain
the synthetic data to resemble the real data, which is necessary
for the tasks such as traffic flow imputation and prediction with
augmented data. Fig. 4 shows the adversarial loss values evolution
over training epochs. According to equations (4) and (5), when
loss functions of the generator and the discriminator converge to
a same value indicates the discriminator cannot identify whether
traffic flow data is from a generated dataset or a real dataset. Thus,
we can find that the advantages of using representative loss are
to accelerate convergence. And the following section of experi-
ments also illustrates the improvements by applying representation
loss.

3) Algorithm and Optimization: We used the stochastic gradient
descent (SGD) method to optimize the objective function. The
parameter set of a generator network is updated by minimizing the
following loss function:
\[
L_G(\phi) = \sum_j \left[ \log(1 - D(\phi(x_j))) + \lambda \| G(\phi(x_j)) - x_j \|_1 \right] 
\]
(4)
where \( x_j \) belongs to a batch of training instances and \( \lambda \) is a parameter
to balance between the adversarial loss and the representation loss.
For a discriminator network, the parameter set \( \phi \) is updated by
minimizing the following loss function:
\[
L_D(\phi) = -\sum_i \log D(\phi(x_i)) - \sum_i \log(1 - D(\phi(x_j))) 
\]
(5)
Algorithm 1 GANs Model Training

Input: original dataset \( X(m \times n) \), balance parameter \( \lambda \)

Output: the learned GANs model with parameters \( \Theta \)

1: initial all the parameters
   //pre-train D
2: generate data \( \tilde{X} \) with \( X \)
3: train D by minimizing the loss function (5)
   //adversarial training
4: repeat
5: randomly select a bath of instances \( X_b \) from \( X \)
6: generate data \( \tilde{X}_b \) with \( X_b \)
7: train D by minimizing the loss function (5)
8: train G by minimizing the loss function (4) while D fixed
9: until stopping criteria is met

---

Algorithm 2 Traffic Data Imputation Model Training With Parallel Data

Input: original complete traffic dataset \( X(m \times n) \), generator \( G \), missing rate \( \alpha \)

Output: the learned imputation model with parameters \( \Psi \)

Step 1: construct training instances by artificially corrupting the original data
1: normalize the values in dataset into the range \((0, 1)\)
2: generate \( m \times n \) uniformly distributed random numbers in the interval \((0, 1)\)
3: mark the element in dataset with zero if the corresponding random number at the same position is less than \( \alpha \)
4: obtain training instances \( \tilde{X} \)

Step 2: train the imputation model
5: initialize all parameters \( \Psi \)
6: fit the model with \( X \) and \( \tilde{X} \)
7: repeat
8: generate data \( X_{syn} \) with \( G \)
9: corrupt \( X_{syn} \) as in Step 1 and obtain \( \tilde{X}_{syn} \)
10: fit the model with synthetic data \( X_{syn} \) and \( \tilde{X}_{syn} \)
11: until augmenting count is met
12: refine the imputation model with \( X \) and \( \tilde{X} \)

Fig. 5. Data generating schemes.

Algorithm 1 outlines the process of training GANs to generate traffic data for imputation. The discriminator is first pre-trained to learn the features of generated data and real data. Then the discriminator and the generator are adversarially trained.

B. Traffic Data Imputation With Parallel Data

One critical step in training traffic data imputation models with parallel data is to generate synthetic traffic data which augment the original dataset. Thus, we need to provide a large volume of latent code as the input of the generator of GANs. In previous section, we have proposed two schemes: one is to take corrupted data, built by adding noises to real data, as the input of the generator \( G \); and the other is to use the real data as the input of the generator \( G \) to generate new synthetic data iteratively. For utilizing corrupted data as input, it is convenient to obtain a large volume of input data by adding noise vectors to the original data. And the synthetic data is generated by feeding different corrupted data to \( G \) as shown in Fig. 5(a). While for taking original data without adding noise as the input of the generator \( G \), the generated data is volume-limited considering that one real data vector can only be used to generate one synthetic data vector. To solve this problem, we propose to use the synthetic data as the input in next generating process as shown in Fig. 5(b), which is implemented in a loop manner and make it possible to generate a large volume of data.

Algorithm 2 describes the training process of traffic data imputation models with parallel data. The first step is to build the training dataset, which consists of two major components: artificially masking the complete data to be corrupted or missing and normalizing the data by scaling between 0 and 1. The second step is to fit the imputation model with parallel data. There are three stages in this process, namely fitting the model with the corrupted data of original dataset, fitting the model with the corrupted data of synthetic dataset, and refine the model with the corrupted data of original dataset.

IV. EXPERIMENTS

A. Dataset and Experiments Settings

1) Dataset Description: In this paper, we evaluated the proposed method on traffic flow datasets obtained from Caltrans Performance Measurements Systems (PeMS) [30]. Caltrans PeMS has placed over 39,000 individual detectors spanning the freeway system across all major metropolitan areas of the State of California and its dataset is widely used for researcher to develop and evaluate traffic models. The proposed method is applied to the 5-min traffic flow data of District 5 in the whole year of 2013 except two days due to missing points, which is the same as our previous study [7]. There are 153 vehicle detector stations in this district, and we used the data of 147 vehicle detector stations among them as there are null numbers in the data of the other 6 stations.

2) Preprocessing: In this study, we assumed that the data directly obtained from Caltrans PeMS are accurate and there are no corrupted or missing points in them. Then the missing points are randomly chosen over the whole dataset by generating a same-sized matrix of random numbers ranging from 0 to 1. And if one data point’s missing rate is less than \( \alpha \), it is set to be corrupted and marked with zero. Traffic patterns on weekdays differ from those on non-weekdays in the dataset, which is shown in Fig. 6. We trained traffic imputation models for these two kinds of traffic patterns separately. As non-weekdays may consist of weekends and holidays or other days, e.g. the day of 2013-01-21 is Monday and the federal holiday, it is more convenient to determine which days have weekday patterns by applying a k-means clustering algorithm other than the statement of holidays and weekends [7]. Finally, the data of 244 days show weekday patterns, and the data of the other 119 days show non-weekday patterns. For weekday patterns, the data of former 195 days are split into the training set and the data of the remaining 49 days are split into the test set. For non-weekday patterns, the data of former 95 days are split into the training dataset and the data of the remaining 24 days are split into the test dataset.

3) Model Configurations: We used Tensorflow, an open source software library for numerical computation, to build our models and evaluate their performances. As shown in Fig. 7(a), the generator network is built by stacking 3 fully connected layers. We used the
Adam algorithm to optimize gradient descent of the generator and set the learning rate to 0.0001. The discriminator network is illustrated in Fig. 7(b). It is also built by stacking 3 fully connected layers and the Adam optimizer is used, and the learning rate is set to 0.0002. The imputation model is built as an autoencoder network as in [7], which show advantages on traffic flow data imputation, but we used ReLU as the activation function in the intermediate layers, as shown in Fig. 8. And we used Adadelta [31] optimizer and the learning rate is set to 1.0.

4) Evaluation Metrics: To evaluate the effectiveness of the proposed method, we adopted three performance metrics, namely, the mean absolute error (MAE), the root mean square error (RMSE) and the mean relative error (MRE), which are defined as:

\[
MAE = \frac{\sum_{i=1}^{M} \sum_{j=1}^{N} I_{ij} |x_{ij} - y_{ij}|}{\sum_{i=1}^{M} \sum_{j=1}^{N} I_{ij}} \tag{6}
\]

\[
RMSE = \sqrt{\frac{\sum_{i=1}^{M} \sum_{j=1}^{N} I_{ij} (x_{ij} - y_{ij})^2}{\sum_{i=1}^{M} \sum_{j=1}^{N} I_{ij}}} \tag{7}
\]

\[
MRE = \frac{\sum_{i=1}^{M} \sum_{j=1}^{N} I_{ij} |x_{ij} - y_{ij}|}{\sum_{i=1}^{M} \sum_{j=1}^{N} I_{ij}} \tag{8}
\]

where \(x_{ij}\) is the observed value before corrupted, and \(y_{ij}\) is the predicted value. \(M\) is the number of days in the test set and \(N\) is the number of slots in a single day. \(I\) is an indicator function defined as:

\[
I_{ij} = \begin{cases} 
1 & \text{if data point } x_{ij} \text{ is corrupted} \\
0 & \text{else} 
\end{cases} \tag{9}
\]

B. Performance of Traffic Flow Imputation

To evaluate the improvement brought by parallel data paradigm, we compared traffic flow imputation performances with parallel data and with real data only. We designed experiments with missing rate 0.3, 0.4, 0.5, 0.6, 0.7 and 0.8 for each VDS, respectively. The performance for each VDS is different, and we firstly give the results with missing rate 0.3 at weekdays in Fig. 9. It can be observed that MAE, RMSE and MRE measures are all improved for every VDS.
TABLE I

<table>
<thead>
<tr>
<th>Missing Rate</th>
<th>Original Data</th>
<th>Parallel Data without Representation Loss</th>
<th>Parallel Data with Representation Loss</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MAE</td>
<td>RMSE</td>
<td>MRE</td>
</tr>
<tr>
<td>0.3</td>
<td>18.1865</td>
<td>27.9297</td>
<td>0.3097</td>
</tr>
<tr>
<td>0.4</td>
<td>18.2405</td>
<td>27.9496</td>
<td>0.3110</td>
</tr>
<tr>
<td>0.5</td>
<td>18.2813</td>
<td>27.9496</td>
<td>0.3113</td>
</tr>
<tr>
<td>0.6</td>
<td>18.1981</td>
<td>27.8290</td>
<td>0.3074</td>
</tr>
<tr>
<td>0.7</td>
<td>18.3140</td>
<td>27.9890</td>
<td>0.3082</td>
</tr>
<tr>
<td>0.8</td>
<td>18.4796</td>
<td>28.3563</td>
<td>0.3102</td>
</tr>
</tbody>
</table>

Fig. 10. Comparisons on performance of DSAE, SVR, HA and parallel data approach.

by parallel data paradigm against utilizing real data only. Then we evaluated the overall imputation performance. There are 147 VDSs used in this paper, and we conducted experiments for weekdays and weekend separately, so that 294 GANs models and traffic flow imputation models are developed. The overall imputation performance is given in Table I. It is clear that parallel data paradigm work well to improve the performance of traffic flow imputation for all the tasks conducted in this paper. Taking the task with missing rate 0.3 as example, the parallel data paradigm decreases the MAE from 18.1865 to 14.6927, which improves 19.21%; For RMSE and MRE, the percentage improvement is 16.39% and 46.39%, respectively; And the approach of parallel data without applying representation loss achieves slightly better performance than the approach of parallel data with applying representation loss at missing rate 0.3. While in other five tasks, the parallel data approach with applying representation loss achieve the best performance.

For comparison, we have conducted a series experiments to impute traffic flow by applying different competitive approaches, including support vector regression (SVR) model, History Average (HA) model, Denoising Stacked Auto-encoder (DSAE) model. To make a fair comparison, we used the same train dataset and test dataset in all experiments, and the predictions of corrupted data points were treated as the observations if required to impute following data points in test dataset. In this paper, we tuned the parameters of SVR and HA by ten-fold cross validation with grid search, and the parameters of DSAE were kept the same with [7]. Fig. 10 shows the comparing results, from which we can find out that parallel data approach achieves the lowest MAE, RMSE and MRE for all missing rate. With the increasing of missing ratio, the performances of SVR, HA and Parallel Data approaches become slight worse while DSAE approach remains nearly the same performance. Given a lower missing rate, Parallel Data approach improves imputation performance more significantly. Taking RMSE as an example, the percent decrease by proposed approach is 12.2% compared to HA approach at missing rate of 0.3, and this number is 4.6% at missing rate of 0.8.

V. Conclusion

In this paper, we proposed applying parallel data (synthetic data + real data) paradigm for traffic data imputation. To generate synthetic time-serial traffic data, we proposed to use the real data as the latent code to generator, and introduced a representation loss within GANs framework. We evaluated the performances of the proposed approach on traffic flow data from Caltrans PeMS, and experimental results showed that the proposed method leads to a great improvement in traffic flow data imputation. The advantages of our contributions are to generate time dependent series in an easy and quick way, and to develop imputation models using limited volume of real traffic data and large volume of synthetic traffic data in an economic way. The method developed in this paper can be applied in serial data generation tasks and other traffic data mining applications, especially for a system with limited volume of data, such as a newly deployed system, to tackle the so-called cold start issue. In the future, we plan to explore more methods to generate synthetic traffic data such as variational autoencoders (VAE) approach, and use the proposed method to tackle other tasks in the field of intelligent transportation systems, such as traffic prediction and traffic control.
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