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Forecasting Horticultural Products Price Using
ARIMA Model and Neural Network Based on a

Large-Scale Data Set Collected by Web Crawler
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Abstract— The sales of agricultural products are an important
component of the product supply chain. The price of agricul-
tural products, a social signal of product supply and demand,
is affected by many factors, such as climate, price, policy, and
so on. Due to the asymmetry between production and marketing
information, the price of many agricultural products fluctuates
greatly. Horticultural products are especially sensitive to price
since they are not suitable for long-term storage. Therefore,
forecasting the price of horticultural products is very helpful
in designing a cropping plan. In this paper, AutoRegressive
Integrated Moving Average (ARIMA) model, back propaga-
tion (BP) network method, and recurrent neural network (RNN)
method were tested to forecast the price of agricultural products
(cucumber, tomato, and eggplant) in short term (several days)
and long term (several weeks or months). A large-scale price data
of agricultural products were collected from the website based
on web crawler technology. Since ARIMA requires continuous
and periodic data, it is suitable for small-scale periodic data.
It gave good performance for average monthly data but not for
daily data. Instead, the neural network methods (including BP
network and RNN) can predict well daily, weekly, and monthly
trend of price fluctuation. It is more suitable for large-scale
data. It is expected that the deep learning method represented
by a neural network will become the mainstream method of
agricultural product price forecasting.

Index Terms— Agricultural cyber-physical-social system
(CPSS) framework, AutoRegressive Integrated Moving
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I. INTRODUCTION

HE prices of agricultural products in the market often

fluctuate due to the season, region, economic level,
and social reasons. It is a direct indicator of product sup-
ply and demand. Even in the same city, the price may
be different among markets. The price variation is partly
caused by the information asymmetry between production and
marketing: farmers cannot forecast the balance between the
market supply and demand ahead. Often they arrange the
planting and harvesting dates based on their own experience
without guidance. As a result, there is a risk of selling an
agricultural product with low product. Especially horticultural
products are not suitable for long-term storage and must be
sold in a timely manner. Greenhouse environment is partially
controllable, thus the cropping design, including planting
area, time, and duration can adjusted to fit better product
price.

In China, sales of agricultural products are concentrated in
large wholesale markets, which make the prices transparent.
In China, the price of agricultural products has a wide range
of publicly available data on the website. The official websites
of the local agricultural wholesale market and the agricultural
administration department will often announce the prices of
the main agricultural products. These websites are usually
manned and updated with timely data. A web crawler is a
generic term for computer programs that automatically extract
the information from a website. With web crawl technol-
ogy [1], price data can be sensed, providing a social signal of
product supply and demand. Each wholesale market contains
daily highest and lowest prices of various products, bringing
a source of big data, bringing new chances of applying
data-driven algorithms.

In China, in the past years, a lot of solar greenhouses are
built, partly because of the land-transferring policy. Planting
arrangement is more centralized and scaled, which demands
technologies for risk reduction. A cyber-physical-social sys-
tem (CPSS) for agriculture has been proposed [2] to design a
cropping plan based on price information. The CPSS frame-
work has been applied in many fields [3], [4]. In this paper,
historical price data have been used in testing the nonlinear
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planning. However, planning for future need price forecast in
long term or short term.

Long-term (some weeks or months) and short-term (several
days) prediction have different purposes. Long-term prediction
can support the decision of planting time since the growing
season of the crop usually lasts more than 1 month. It is
preferable that the harvest time coincides with the high price
so that growers can get more benefit. Short-term prediction
is more useful to choose a harvest date when the plants are
not far from harvest, as the crop phenology can be adjusted in
the greenhouse. Short-term forecasts of daily average prices
can provide guidance for consumers and markets but not for
production and harvesting.

Different methods have been applied to predict the price of
agricultural products: regression method, times series method,
and machine learning method. The regression methods, such
as vector autoregressive model and vector autoregressive mov-
ing average model, usually predict the price of agricultural
products by taking into account the influencing factors such
as places and policies. This method can deal with only one
kind of crops, thus the generalization performance is relatively
poor [5], [6]. Time series methods, such as AutoRegres-
sive Integrated Moving Average (ARIMA) model [7] and
Generalized AutoRegressive Conditional Heteroskedasticity
model [8], take in account of historical price information of
agricultural products while ignoring other factors. Therefore,
these methods are difficult to predict the fluctuations caused by
some sudden factors such as whether or disasters [9]. Machine
learning methods include neural network and Support Vector
Machine algorithm. These methods have a wide range of
applications. However, when predicting different agricultural
products, big data is required and overfitting may happen [10].

As mentioned earlier, current methods usually aim at a par-
ticular agricultural product on the market because of the limita-
tion of data. Most of the methods are not tested by large-scale
data and can only make a short-term prediction. In this paper,
a big data set can be built with web crawler. The monthly,
weekly, and daily average prices of cucumbers were forecasted
using the ARIMA model, back propagation (BP) network
method, and recurrent neural network (RNN) [11], [12].
By combining monthly forecast with a weekly and daily fore-
cast of the agricultural product price, we can provide guidance
for agricultural product production and harvesting plans.

II. MATERIALS AND METHODS
A. Data Source

Web crawler technology playing a role of social sensor is
used to achieve price data. Generally, a crawler program can
get the content of a web page according to the web link
address (URL), analyze the structure of the page to extract
the information needed, and can also analyze other links of the
page with recursive retrieval. The most important parts of the
crawler program are accessing the web server (including user
authorization and file downloading) and parsing the acquired
HTML files. In this paper, the Python language has been used
to implement these two functions with httplib2 and beautiful
soup libraries.

We chose Beijing Xinfadi Market as the target to collect
and collate the price data of all kinds of agricultural products.
It is a key market in Beijing which gathers product from
source area (such as Shandong province and Hebei province)
and then distribute products to supermarket and community
retailers. The period for data collecting is from August 19,
2015 to July 30, 2018. The crawler program obtains pages
every day and extracts daily prices. The monthly average price
data shown in this paper is the average transaction price of
agricultural products in Beijing from January 2010 to May
2018, from another data source.

B. Data Processing

The price data extracted by the crawler technology has
some quality issue since the data format is not uniform and
sometimes there are missing data. Therefore, data cleaning
including adjustment, deletion, calibration, and unification
were conducted after data collection. Finally, the data were
imported into the database.

The price of agricultural products has a certain periodicity
and remains stable except for major holidays or social activ-
ities. In a short period, the prices have a trend of gradually
rising or declining, similar to a quadratic function. Thus, for
missing data, a linear interpolation method is applied. The
equation is as follows:

t—h t—t
1 t 1
m——np(0)+t1—mop(0 M

where ¢ is the date with missing price data, is the missing
price, o is the date immediately before ¢, #; is the date
immediately after ¢, and p(t,) and p(t;) are the price of these
two dates, respectively.

The normalized price data are used in this study to facilitate
data processing and ensure faster convergence of the program.
The normalization of data is to scale all the data to the
interval (0, 1).

pt) =

C. Data Set

Data set is designed for both methods. A prediction is
made both for short term (days) and long term (weeks and
months), daily, weekly, and monthly price data sets are chosen,
for both training and test. Monthly and daily average prices
are obtained from the Internet. Weekly average prices are
calculated on the basis of daily average prices. Cucumber,
which is a typical horticulture product, was chosen for price
analysis.

1) Monthly Average Price: The training set is the average
transaction price from January 2010 to December 2016,
and the test set is the data from January 2017 to
May 2018.

2) Weekly Average Price: The training set is the price data
from August 19, 2015 to May 14, 2018, and the test set
is the data from May 15, 2018 to July 23, 2018.

3) Daily Average Price: The training set is the price data
from August 19, 2015 to June 30, 2018, and the test set
is the data from July 1, 2018 to July 23, 2018.

The data set information is summarized in Table I, applicable
for three methods.
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TABLE I

TRAINING DATA AND TESTING DATA USED BY THE
MONTHLY, WEEKLY, AND DAILY PREDICTION

Temporal  Training data Testing data

scale

Monthly 2010/1-2016/12 2017/1-2018/5
Weekly 2015/8/19-2018/5/14  2018/5/15-2018/7/23
Daily 2015/8/19-2018/6/30  2018/7/1-2018/7/23

III. MODEL DESCRIPTION
A. ARIMA Model

ARIMA model is a famous time series prediction method
proposed by Box and Jenkins in the early 1970s [13]. The
ARIMA model transforms the nonstationary time series into
stationary time series and then regresses the dependent variable
due to the lag value of its independent variable and the present
value and lag value of its random error term [14]. The parame-
ters p, d, and g represent the autoregressive term, the times
of differences when the time series becomes stationary, and
the number of moving average terms, respectively.

ARIMA algorithm is a linear regression method, which cal-
culates data through its own historical data. Thus, the ARIMA
algorithm is applicable to the data with high and stable corre-
lation and performs well for simple and short-term prediction.

The mathematical expression of the ARIMA model is as
follows:

Bt) = u+pX¥)a(¥) e 2)

where f(¢) is a sequence value, which is the average price
corresponding to each time period, ¢ is the time, €(¢) is the
disturbance value, and Y is a backward moving operator,
which can be computed in the following equation:

Y(W@) =w@—1) 3)

p(Y) is a moving average operator

pY)=1=pi(Y) = p2(Y) = - = pg(Y) 4)
o(Y) is an autoregressive operator
a(Y) =a1(Y)oa(Y) — - —ap(Y). (%)

In the process of model parameter determination, we first
perform the Augmented Dickey—Fuller (ADF) test. If the data
does not pass the test, the original data will be differentiated
until it passes. In actual price forecasting of agricultural
products, data often have a strong periodicity, so d is usually
set to 1. The values of p and g are integers and are determined
by the Akaike information criterion (AIC) test. First, we set
the range of p and ¢ between 1 and 10, using the training
set through AIC test. We get the values of parameters p
and ¢ that minimize AIC value using the exhaustive method.
Because there are many kinds of agricultural products, if every
agricultural product is tested to obtain p and ¢, it is very
time-consuming. Generally, the values of p and g range from
8 to 10 [15]. The training result may be less accurate if the
values of p and ¢ are smaller than 8. It is computationally
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Input Layer
Historical Prices

Output Layer
Future Prices

Hidden Layer

Fig. 1.  Structure of the neural network. The historical prices are used as
input and the output will be the future prices.

time-consuming without getting better results if you choose a
larger number of p and q.

B. BP Network Method

A neural network is widely used in various fields of sci-
entific research studies in recent years [16], [17]. Compared
to the ARIMA model, the BP network algorithm does not
require the periodicity of the data sequence. The price data
are influenced by various factors, such as weather, price, social
activities, and so on. Moreover, some factors take effect with
delay, such as sudden extreme weather, which will increase
the vegetable price for several days. Such effects are difficult
to be forecasted accurately. We forecast the prices using BP
neural network algorithm. The price of the previous period is
used as input, and the future price is set as output [18], [19].

We use the Levenberg—Marquardt BP function as the train-
ing function and gradient descending beam learning function
as the learning function. We take mean square error function
as the performance function and S-type tangent function as the
transfer function [20], [21]. The training data and testing data
are showed in Table I. The structure of the neural network is
showed in Fig. 1.

1) Monthly Average Price Prediction: The number of the
input and output nodes is set to 30 and 1, respectively.
The number of the hidden layer is 4, and the number of
the hidden layer nodes is 10.

2) Weekly Average Price Prediction: The number of the
input and output nodes is set to 20 and 1, respectively.
The number of the hidden layer is 4, and the number
of the hidden layer nodes is 10. The price data of the
previous 20 weeks were used as the input to get the
prices of the next 1 week.

3) Daily Average Price Prediction: The number of the input
and output nodes is set to 30 and 7, respectively. The
number of the hidden layer is 1, and the number of the
hidden layer nodes is 20. The price data of the previous

Authorized licensed use limited to: INSTITUTE OF AUTOMATION CAS. Downloaded on June 09,2020 at 02:59:23 UTC from IEEE Xplore. Restrictions apply.



550 IEEE TRANSACTIONS ON COMPUTATIONAL SOCIAL SYSTEMS, VOL. 6, NO. 3, JUNE 2019

TABLE 11
PARAMETERS OF THE NETWORK

Numbers Monthly Weekly Daily
Input nodes 12 20 30
Output nodes 4 4 7
Hidden layer 1 1 1
Hidden layer 10 10 20
nodes

Target

Loss

o~
1
Output e unfold [\fz A
Bl W
) w
Hidden layer °
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Input

before t-1  t-1 t t+1  aftert+1

Fig. 2. Structure of the RNN.

30 days were used as the input to get the prices of the
next 7 days.

The parameters of the BP network are shown in Table II.
We also set the number of output nodes larger in order to
see whether BP network can perform well for longer period
forecasting.

C. Recurrent Neural Network

RNN is a kind of neural network used to process sequential
data [22], which has been widely used in natural language
processing [23], speech recognition [24], and other fields.
The basic idea of RNN is that the network will memorize
the previous information and apply it to the calculation of the
current output, i.e., the nodes between the hidden layers are
connected, and the input of the hidden layer includes not only
the output of the input layer but also the output of the hidden
layer at the last moment. Based on the idea of graph expansion
and parameter sharing, we can design various kinds of RNN.
The structure diagram of the RNN used in this paper is shown
in Fig. 2.

The only loop for this type of RNN is the feedback link
from the output to the hidden layer. The hidden layer and the
output layer use hyperbolic tangent activation function and
pure linear activation functions, respectively. RNN propagates
forward from the initial state. For each time step, we can
update the equation as follows:

a(t)y =b+Wo(t — 1)+ Ux(z) (6)
h(t) = tanh(a(t)) 7
o(t) =c+ Vh(), (8)

where b and c are the offset vectors of the hidden layer and the
output layer, respectively. U, V, and W, respectively, represent
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Fig. 3. (a) Actual and forecast daily price of cucumber in Beijing Xinfadi

Market, from January 1, 2016 to January 1, 2018. (b) Actual and forecast
monthly price of cucumber in Beijing, from January 2010 to January 2018.
Lines: forecasting prices in a BP network method. Circles: actual prices.

the weighting matrices of the input layer to the hidden layer,
the hidden layer to the output layer, and the formerly hidden
layer to the latter one.

We use the RNN to forecast price to see the differences
among the three methods. The price of the previous period is
used as input, and the future price is set as output. The number
of the input nodes and hidden layer nodes is same as that of
the BP network, and the number of the output nodes is set
to 1.

IV. RESULTS

A 2-year daily average price data of cucumber in Beijing
Xinfadi Market [Fig. 3(a)] and a 7-year monthly average price
data of cucumber in Beijing [Fig. 3(b)] are given. As shown
in Fig. 3(a), the price of cucumber has a strong periodicity
throughout the year. Generally, the price of cucumber peaks
in January or February of each year, due to the Spring Festival
and low-temperature weather, and then gradually reaches the
minimum around July. The data also show that daily average
price always fluctuates [Fig. 3(b)].

A. Monthly Average Price Forecasting

As shown in Fig. 4, the monthly average price is forecasted
with the ARIMA model and BP network method. The average
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Fig. 4. Actual monthly average price and forecasting price of cucumber

in Beijing from January 2017 to May 2018. Solid lines: forecasting prices
in ARIMA model. Dotted lines: forecasting prices in a BP network method.
Dashed-dotted lines: forecasting prices in RNN method. Circles: actual prices.

absolute error is 0.97 Chinese Yuan (CNY) and the average
relative error is 28.53% with ARIMA model, whereas the
average absolute error is 0.56 CNY and the average relative
error is 15.6% with the BP network method. In addition,
the average absolute error is 0.49 CNY and the average relative
error is 13% with the RNN method. Compared with the
results of the ARIMA model, the BP network method and
RNN method have higher accuracy and they can predict the
trend of price fluctuation more accurately. The ARIMA model
performs well in the next 5 months, with the average absolute
error being 0.37 CNY from January 2017 to May 2017, which
increases rapidly after May 2017. The result indicates that the
ARIMA model can forecast the trend well in a short-time
period, but it cannot keep the accuracy for a long-time period.

B. Weekly Average Price Forecasting

The average absolute error is 0.47 CNY and the average
relative error is 33.2% with the ARIMA model, whereas the
average absolute error is 0.22 CNY and the average relative
error is 15.4% with the BP network method. In addition, the
average absolute error is 0.21 CNY and the average relative
error is 14.4% with the RNN method.

As shown in Fig. 5, the ARIMA model can well predict
the price of following 3 — 4 weeks. The weekly average price
data have a certain periodicity throughout the year, which is
consistent with the monthly average periodicity. However, for
some specific months, such as the Spring Festival, due to the
variation of its date for different year, which may be in the
first 10 days of February or in the second 10 days of February,
the monthly average price in Spring Festival remains stable
and reaches the highest price during the year, but the weekly
average price will fluctuate greatly. The peak of the weekly
average price may appear in any week in February, with a
big variation. Also, the price of cucumber gets to the valley
in June or July, which may appear in any week in June or
July. Therefore, the time series model cannot well predict the
weekly average price.

Similar to the monthly average price prediction, the fore-
casting results of BP network and RNN are more accurate.
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Fig. 5. Actual forecast weekly price of cucumber in Beijing Xinfadi Market
from May 21, 2018 to July 23, 2018. Solid lines: forecasting prices in
ARIMA model. Dotted lines: forecasting prices in a BP network method.
Dashed-dotted lines: forecasting prices in RNN method. Circles: actual prices.
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Fig. 6.  Actual and forecast daily price of cucumber in Beijing Xinfadi

Market from July 1, 2018 to July 23, 2018. Solid lines: forecasting prices
in ARIMA model. Dotted lines: forecasting prices in a BP network method.
Dashed-dotted lines: forecasting prices in RNN method. Circles: actual prices.

The two methods also perform better than ARIMA model in
forecasting the fluctuation of the weekly average price.

C. Daily Average Price Forecasting

The average absolute error is 0.55 CNY and the average
relative error is 38.53% with the ARIMA model, whereas
the total average absolute error is 0.3 CNY and the average
relative error is 17.47% with BP network method. It is worth
mentioning that the average absolute error is only 0.15 CNY
and the average relative error is 8.82% with RNN method.

The daily average price predicted using the ARIMA model
has large errors (Fig. 6), which indicate that the ARIMA model
cannot predict the trend of the daily prices. This is because
the daily average price fluctuates greatly and the data does not
have obvious periodicity. Within a month, the daily average
price often appears alternately a slight increasing or declining,
the obvious difference in price variation can only be found
according to the data of several months. When it comes to the
whole year, the price actually will not vary too much. Thus,
the ARIMA model will keep the slightly changing trend. This
leads to the consistent trend for the forecasting values.
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TABLE III

ERROR OF DAILY AVERAGE PRICE PREDICTION
IN BEIJING XINFADI MARKET

Date Average absolute error Average relative
(CNY) error
First day 0.17 10.70%
Second day 0.25 14.53%
Third day 0.26 15.20%
Forth day 0.3 17.05%
Fifth day 0.33 19.09%
Sixth day 0.37 22.01%
Seventh day 0.4 23.72%
Average 0.3 17.47%

The forecasting results of BP network are more accurate
than that of the ARIMA model. The forecasting error increases
with the increase of days (Table III), which is more accurate
for the first 3 days, and the relative error of the first day is
just 10.7%. In daily average price forecasting, neural network
method succeeds to keep the accuracy even the data fluctuate
a lot. The larger scale of data contributes to the accuracy of
forecast results.

In addition, the BP network performed worse when we set
the number of output nodes larger. We set the number of the
output nodes to 12 — 15 for monthly and weekly average price
forecasting, the relative errors increase to 25% — 30%. For
daily average price forecasting, the error increases to 40%.

RNN method performs better than the other two methods
which show the superiority of the deep learning algorithms.
In the forecasting experiments of monthly and weekly average
prices, it has not achieved an evidently better result than the
BP network method. However, due to the increase of training
data scale, the performance of the RNN method is further
improved.

V. DISCUSSION

In this study, we predicted the monthly, weekly, and daily
average prices of agricultural product, taking cucumber as
an example. The results indicate that the accuracy of price
forecasting of neural network methods including BP network
and RNN are higher than that of the ARIMA model. ARIMA
model can be used to predict the periodical, but it cannot
predict fluctuations affected by sudden factors. Furthermore,
the longer the prediction time period, the higher the accuracy
of prediction is for the ARIMA model and BP network. The
accuracy of monthly average price forecast is higher than that
of daily average price forecast. The price trend of tomato and
eggplant is very similar to that of cucumber. The forecasting
results also support our conclusion.

ARIMA model has some limitations in training, which
requires continuous periodic data of certain plant cultivar from
the same place. The neural network methods can improve
its generalization ability by training price data of different
source. With the wide application of Web service, the price
information of agricultural products will become more stan-
dardized and the data scale will become larger. Therefore,
the method of deep learning represented by the neural network

will become the mainstream method of agricultural product
price forecasting.

According to the simulation results, the prediction of price
can provide some guidance for production and harvesting plan.
The growth period of cucumber lasts several months from
planting to harvesting, thus the forecast of monthly average
price can provide guidance for the planting time of cucumber.
During the fruit harvesting period of cucumber, through price
forecast with finer temporal scale (by day), the harvesting time
of cucumber can be more accurately proposed to have a good
benefit.

The source of price data is crucial for the price prediction
of agricultural products. Through the investigation of agricul-
tural market websites in Beijing, Shanghai, and Guangzhou,
currently, many websites do not have updated price data
of agricultural products for a long time. In addition, some
problems exist, such as poor data quality, serious data loss and
faked data. Regarding such problem, popular deep learning
algorithms may not fit for price forecasting of agricultural
products, which needs to be solved further.

In the future, the neural network methods, especially the
RNN method, used in this paper should be improved by
taking into account social factors (major holidays and poli-
cies), weather factors, market factors, and other new fea-
tures [25], [26]. In addition, it will be interesting to collect the
price data of other agricultural products and multiple regions
to train the network to improve the prediction accuracy and
generalization ability. Combined with specific cases, using the
results of price forecasting, nonlinear programming can be
designed to guide the production and harvesting of agricultural
products [2], [27]. Parallel learning can be applied to train
the computation system according to feedback from a real
situation [28], [29].

VI. CONCLUSION

In this paper, we collected price data of cucumber in Beijing
by web crawler for price forecasting. Monthly, weekly, and
daily average price forecasting were performed, respectively,
through the ARIMA model, BP network method, and RNN
method. The results show that the RNN network method has
higher accuracy. ARIMA model does have high accuracy in
forecasting when the data have strong periodicity. Thanks to
the expansion of data scale brought by the social sensor (web
crawler), the deep learning methods bring the promising result
of price forecast which is very helpful in crop planning.
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