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Abstract—Visual place recognition is one of the most challeng-
ing problems in computer vision, due to the large diversities that
real-world places can represent. Recently, visual place recognition
has become a key part of loop closure detection and topological
localization in long-term mobile robot autonomy. In this work, we
build up a novel visual place recognition pipeline composed of a
first filtering stage followed by a partial reranking process. In the
filtering stage, image-wise features are utilized to find a small set
of potential places. Afterwards, stable region-wise landmarks are
extracted for more accurate matching in the partial reranking
process. All global and partial image representations are derived
from pre-trained Convolutional Neural Networks (CNNs), and
the landmarks are extracted by object proposal techniques. More-
over, a new similarity measurement is provided by considering
both spatial and scale distribution of landmarks. Compared with
current methods only considering scale distribution, the present-
ed similarity measurement can benefit recognition precision and
robustness effectively. Experiments with varied viewpoints and
environmental conditions demonstrate that the proposed method
achieves superior performance against state-of-the-art methods.

Index Terms—visual place recognition, localization, convolu-
tional neural networks, long-term environment

I. INTRODUCTION

Visual place recognition is the process of identifying images

that belong to the same location [18]. With the increasing

focus on long-term mobile robot and autonomous driving

applications, visual place recognition has become a key part of

loop closure detection and topological localization. However,

as robots operate in long-term environment, the characteristics

of places change gradually with different viewpoints, environ-

mental conditions and dynamic objects, as shown in Fig. 1. All

these factors bring great difficulties for visual place recognition

and make it still an extremely challenging problem to solve.

Conventional place recognition approaches are mainly based

on hand-crafted features, including local keypoints such

as SIFT [17], SURF [4] and holistic descriptors such as

GIST [20], HOG [7]. These approaches can work effectively in

the static scene, but always fail in the challenging environment.

Currently, Convolutional Neural Networks (CNNs) have

been used as robust feature generator for place recognition

in challenging environments. Sunderhauf [25] showed that

features extracted from the middle layers were robust against

appearance changes, and features extracted from the top layers

were more invariant to viewpoint changes. [26] and [21]

extracted region proposals as landmarks and matched CNN

features of landmarks to recognize places, achieving satisfac-

tory performance for viewpoint change problems.

Fig. 1. The same place during different seasons of a year, (a) summer,
(b) fall, (c) winter. The changing characteristics of the environment include
illumination, weather, dynamic objects and viewpoint.

In this work, we build up a novel visual place recognition

pipeline composed of a first filtering stage followed by a partial

reranking process. In the filtering stage, image-wise features

are utilized to find a small set of potential places. Afterwards,

stable region-wise landmarks are extracted for more accurate

matching in the partial reranking process. With the use of

filtering stage, more computationally expensive reranking pro-

cess can just be operated on potential places. Both global and

partial features are generated from a CNN model pre-trained

on ImageNet [24], and no further environment-specific training

is required in the proposed method. Moreover, a new similarity

measurement is provided by considering both spatial and scale

distribution of landmarks. Compared with the state-of-the-art

method [26] only considering scale distribution, the presented

similarity measurement can benefit recognition precision and

robustness effectively.

The main contributions of this work are:

• A robust place recognition system is provided for chal-

lenging appearance and viewpoint changes, requiring no

environment-specific training.

• A new pipeline is composed of a first filtering stage

followed by a partial reranking process, making use of

both image-wise and region-wise information.

• An efficient filtering process is performed to sort out
potential places, greatly reducing the search space for

computationally expensive reranking.

• A novel similarity measurement encodes not only the

scale but also the spatial distribution of landmarks, ben-

efiting recognition precision and robustness effectively.

II. RELATED WORK

Visual place recognition approaches can mainly be classified

into two categories, when facing with appearance and view-978-1-5386-1842-4/17/$31.00 ©2017 IEEE
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Fig. 2. The architecture of the proposed place recognition method.

point changes: one tries to find invariant features of the place,

the other learns how the environment changes over time [18].

A. Feature-based Approaches

Local features such as SIFT [17], SURF [4] and OR-

B [23] are widely used as visual words in bag-of-words

models. The bag-of-words models, such as FAB-MAP [6]

and DBoW3 [10], transform the feature space into a visual

vocabulary which can be retrieved efficiently. Although local

features are pose invariant, they perform poorly in appearance

changing environments.

Global descriptors like GIST [20], HOG [7] provide a

higher degree of invariance to appearance changes than local

descriptors. Instead of matching based on single images, Se-

qSLAM [19] improved the precision by using sequence search

techniques. Also based on sequence matching, ABLE [3]

generated the illumination invariant images and used LDB de-

scriptors to extract binary codes. However, global descriptors

suffer from the sensitivity of viewpoint changes.

B. Learning-based Approaches

Learning methods try to find the relationship among

changed environments. Jacobs [14] observed that the en-

vironment changes over time were similar across different

scenes. Therefore, the trained model could be generalized to

unseen places. Ranganathan [22] built a fine vocabulary and

learned a probability distribution over visual words, but the

feature correspondences across different illumination had to be

matched manually. Han [12] presented a shared representative

appearance learning (SRAL) to autonomously learn modali-

ty weights of representation features. The inconvenience of

learning-based approaches is to obtain the correspondences of

training data.

All mentioned approaches above rely on hand-crafted fea-

tures and perceive on the raw pixel level. Along with the

innovative work [16], Conventional Neural Networks (CNNs)

have been used as robust feature generators.

Recent studies have certified the possibility of utilizing pre-

trained CNNs in visual place recognition. Sunderhauf [25]

showed the CNN features derived from the whole image

outperformed conventional features. Arandjelovic [2] designed

a novel VLAD layer to recognize places in an end-to-end

manner. Sunderhauf [26] combined the power of CNNs and

region-based proposals, achieving superior performance to

viewpoint changes, but with a very large computational cost.

III. PROPOSED SYSTEM

The proposed place recognition method is composed of

a filtering stage followed by a partial reranking process, as

illustrated in Fig. 2. In the filtering stage, image-wise features

are utilized to find a small set of potential places. Afterwards,

stable region-wise landmarks are extracted for more accurate

matching in the partial reranking process. In this section, we

firstly describe the generation of image-wise and region-wise

features. Then, the filtering stage and patrial reranking process

are described in detail.

A. Robust CNN Feature Generation

1) Convolutional Neural Network: In the proposed method,
AlexNet [16] is adopted for feature extraction, which consists

of five convolutional layers and three fully connected layers.

Each kernel of the convolutional layer is convolved across

the width and height of the input volume, generating a two-

dimensional feature map. The output is formed by the stacking

of all feature maps of all kernels.

Sunderhauf [25] discovered that, the features extracted from

the third convolutional layer(conv3) of AlexNet had compar-
atively favorable invariance against challenging environments.

However, fully connected layers were not as effective as

convolutional layers because of the loss of spatial information.

Inspired by [25], we use conv3 to obtain image-wise and
region-wise features. The AlexNet model is pre-trained on

ImageNet and provided by Caffe [15], and the output size of

conv3 layer is 384×13×13. All feature maps are vectorized
and concatenated to generate a robust CNN descriptor with

64896 dimensions.
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2) Region-based Landmark Extraction: Sunderhauf [26]

proposed a method which combined the power of CNNs and

object proposal techniques. They applied Edge Boxes [28] to

extract reliable landmarks to describe the scene. Edge Boxes

mainly relied on the number of contours wholly enclosed in

the boxes. All candidate boxes were sorted according to the

objectness score. The outperformance of [26] demonstrated

that region-based descriptors significantly improved the ro-

bustness to viewpoint changes. The proposed method adopts

Edge Boxes to extract stable landmarks in every image. The

advantage of Edge Boxes is the independence of any objects,

so arbitrary objects in the place can be extracted as landmarks.

3) Efficient Feature Reduction: With the dimensions of

64896, it is very inefficient to calculate the cosine distance of

conv3 features. Efficient feature reduction techniques should
be applied to compress features but ensure the accuracy.

Many studies have concluded that a satisfactory precision

can be remained by selecting a portion of the whole descriptor.

Yang [27] reduced feature dimensions based on a random

selection technique, which needed no further training pro-

cess and calculation. Compared with Local Sensitive Hushing

(LSH) [8] and Principal Component Analysis (PCA) [9], this

technique is very efficient and effective.

In this work, a fixed set of descriptors are randomly chosen

to reduce all generated features. The experiments demonstrate

that, when the compression ratio is 93.7%, the precision barely

loses and the matching speed is about 20 times faster than the

original features.

B. Image-wise Filtering

In the filtering stage, every place is described by the

CNN feature extracted from the whole image. The query

image is matched with all items in the map, ranking based

on the cosine distance of discriptors. The top K items are

regarded as potential places. In the following process, more

computationally expensive techinques can just be executed on

potential places.

If the map size isN , the number of landmarks in each image
is P . For [26] that only carries out region-based matching with
a mutual crosscheck, the time complexity is O(2 × P 2N).
Moreover, the matching efficiency can become worse and

worse with the increasing of the map size.

With the use of filtering stage, the region-based recognition

is just applied to the top K items. Then the time complexity is

reduced to O(N)+O(2×P 2K). What’s remarkable is that the
top number K is independent of the map size. The proposed

method is demonstrated that the computational efficiency is a

dozen even a hundred times faster than [26].

C. Region-wise Reranking

Based on the potential places, the partial reranking process

uses region-based features to determine the final match. A new

similarity measurement is provided by considering both scale

and spatial distribution of landmarks.

To calculate the similarity between two images I1, I2, with
landmarks {l1i , l2i ...lPi }, i = 1, 2, the first operation is to find

matching landmarks. A crosscheck technique guarantees that

only the mutually matched landmarks are preserved.

A weight w is calculated for each mutual match (lm1 , ln2 ).
The weight consists of two parts, the position and shape

similarity of landmark proposals. Let (lm, tm, wm, hm) and
(ln, tn, wn, hn) be the left, top position, the width and the
height of the bounding boxes. The horizontal and vertical

differences dw, dh of two landmarks are calculated as follows.

dw = � |lm − ln|
wstep

�, dh = � |tm − tn|
hstep

� (1)

Where wstep and hstep are a quarter of the width and

height of the image. If dw > 1 or dh > 1, we regard this
mutual match as mismatch. Otherwise, the position similarity

is measured as

pmn = exp(−1

2
(
|lm − ln|

max(lm, ln)
+

|tm − tn|
max(tm, tn)

) (2)

The spatial check can reduce the risk of similar landmarks with

different positions to some extent, such as plants and traffic

signs. What’s more, the wstep and hstep are the extreme degree

of viewpoint changes that we can accept.

The scale distribution adopts the similar technique as [26],

to penalize the mutual match which has similar features but

different shapes. The shape similarity is measured as

smn = exp(−1

2
(
|wm − wn|

max(wm, wn)
+

|hm − hn|
max(hm, hn)

) (3)

Consequently, the weight w of the mutual match and the

overall similarity score between I1, I2 are calculated as

S12 =
1

p1 × p2

∑

mn

wmn × cmn (4)

wmn =

{
0 dw >1 or dh >1

pmn × smn otherwise
(5)

Where p1, p2 are the number of landmarks in I1, I2,
respectively, cmn is the cosine distance of the mutual match.

The image with the highest similarity score is chosen as the

final match.

IV. EXPERIMENTS AND EVALUATION

A. Evaluation Methodology

Experiments with varied viewpoints and environmental con-

ditions are conducted to compare the proposed method with

four other state-of-the-art methods, the holistic descriptor

HOG, the bag-of-words model DBoW3, the holistic CNN

feature (Conv3) [25] and the ConvNet landmarks (Propos-

als) [26]. For evaluating HOG, we use the implementation

provided by OpenCV library [5]. DBoW3 is implemented on

the basis of public source code [1]. To evaluate [25] and [26],

conv3 of AlexNet and Edge Boxes are used to generate

features and extract landmarks, respectively. 50 landmarks are

extracted in each image for [26] and the proposed method.
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The performances are analyzed in terms of the evalua-

tion methodology described in [25], which is based on the

precision-recall curve and F1-score.

B. Datasets

Two widespread datasets are used to demonstrate the capa-

bility of the proposed global-to-partial method under different

appearance and viewpoint changes.

(1) The Gardens Point Dataset: The Gardens Point

dataset [11] is recorded on the Gardens Point Campus of

QUT by a pedestrian. There are three image sequences of the

same route, two during the day and one during the night. The

two day sequences are captured on the left and right side of

the pathway, respectively. The minor appearance changes in

these sequences are mainly caused by pedestrians. The night

sequence is recorded on the right side of the pathway and the

contrast of all images has been enhanced.

(2) CMU Visual Localization Dataset: CMU Visual Lo-

calization dataset [13] consists of several image sequences

traveled the same route around Pittsburgh (USA) during d-

ifferent seasons of years. The sequences are recorded by two

monocular cameras installed on a car, one is on the left and

the other is on the right.

We use the images obtained from the left camera and

select three sequences 01/09/2010, 28/10/2010 and 21/12/2010

to carry out the experiments. These sequences belong to

summer, fall and winter respectively, including appearance

changes generated by illumination, weather, green vegetation

and dynamic objects. A set of images are chosen randomly

from all sequences based on the GPS information. Besides,

two sets of images are selected from 28/10/2010 only to

quantify the performance of viewpoint changes.

The selected datasets are partitioned into three groups, based

on the characteristics of the changes, as summarized in Table

I.

TABLE I
THE SELECTED DATASETS ARE PARTITIONED INTO THREE GROUPS, BASED

ON THE CHARACTERISTICS OF THE CHANGES.

Variations in
Datasets Sequences Appearance Viewpoint
GP Walking day left vs day right minor medium
CMU-VL fall 1 vs fall 2 minor medium
GP Walking night right vs day right severe minor
CMU-VL fall 1 vs summer severe minor
CMU-VL fall 2 vs summer severe medium
CMU-VL fall 2 vs winter severe medium

C. Results of Preliminaries

The experiments in this section are performed on the

two day sequences of the Gardens Point dataset (day left,
day right).
The random selection technique is applied to compress the

CNN features in this work. The precision-recall curves in

the left of Fig. 3 show the performance of CNN features

with different dimensions. The satisfactory results can still be

maintained even if the features are highly compressed. Table II

presents a more detailed analysis, the feature which is reduced

to 4096 dimensions has a compression of 93.7%, but barely

loses any precision.

The results in the right of Fig. 3 demonstrate the validity

of the image-wise filtering stage. The percentage is calculated

by the ratio between the number of correctly matched images

and the total number of query images. A match is correct

if any frame within ±x frames of the reference image is

in the top K items of filtering results. We demonstrate that

almost all correct matches can be found when K is about 12,

which is much smaller than the number of query images. It

is confirmed that the search space for reranking process can

be greatly reduced by the filtering stage, on the premise of

guaranteeing the precision. We use x = 2 and K = 12 in the
following experiments.

(a) (b)

Fig. 3. (a) Precision-recall curves of CNN features with different dimensions.
(b) Results of the image-wise filtering stage.

TABLE II
THE DETAILED RESULTS OF CNN FEATURES WITH DIFFERENT

DIMENSIONS.

Dimensions Compression ratio Speedup F1-score
64896 - - 0.816
8192 87.4% 8x 0.813
4096 93.7% 17x 0.813
2048 96.8% 38x 0.806
1024 98.4% 81x 0.761

D. Results of Viewpoint Changes

In order to demonstrate the viewpoint robustness of the

proposed method, we conduct experiments on two datasets:

(1) day left vs. day right, (2) fall 1 vs. fall 2.
The results in Fig. 4 show that the proposed method

outperforms the other state-of-the-art methods. Compared with

other CNN based methods, encoding the spatial distribution

of landmarks has a notable effect to the improvement of

performance.

E. Results of Appearance Changes
Appearance changes are another major challenge for visual

place recognition, we conduct experiments on the following

datasets: (1) day right vs. night right, (2) summer vs.
fall 1.
The precision-recall curves in Fig. 5 present the perfor-

mance of all methods. It is worth noting that in the CMU-

VL dataset, all methods based on CNNs have comparative

results. But in the Gardens Point dataset, the holistic conv3
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(a)

(b)

Fig. 4. Precision-recall curves of (a) the two day sequences of the Gardens
Point dataset. (b) the 28/10/2010 sequence of the CMU-VL dataset.

feature [25] significantly outperforms the region-based meth-

ods. Methods based on region features are dependent on the

detail of images, while too much detailed information has been

lost in the severe appearance changes from day to night. As

mentioned in [18], the tradeoff between pose invariance and

condition invariance is still an unsolved challenge in place

recognition field.

(a)

(b)

Fig. 5. Precision-recall curves of (a) the day and night sequences of the
Gardens Point dataset. (b) the 01/09/2010 and 28/10/2010 sequences of
the CMU-VL dataset.

F. Results of Appearance and Viewpoint Changes

The sequences used in this section have the viewpoint and

appearance changes occurring simultaneously: (1) summer
vs. fall 2, (2) winter vs. fall 2.
The performances shown in Fig. 6 demonstrate that con-

sidering the spatial distribution of landmarks provides much

higher invariance to viewpoint changes. Fig. 7 shows some

examples which fail to be matched by [26] but are successfully

matched by the proposed method. More correctly matched

image pairs are presented in Fig. 8. Only representative

matches are colored in each image pair for illustration.

(a)

(b)

Fig. 6. Precision-recall curves of (a) the 01/09/2010 and 28/10/2010
sequences of the CMU-VL dataset. (b) the 21/12/2010 and 28/10/2010
sequences of the CMU-VL dataset.

Fig. 7. From left to right in each group: the query image, the result from
[26], the result from the proposed method.

V. CONCLUSIONS AND DISCUSSION

A novel global-to-partial pipeline for visual place recog-

nition is presented in this work, based on CNNs and object

proposal techniques. The proposed method is composed of

a filtering stage followed by a partial reranking process. In

the filtering stage, image-wise features are utilized to find

a small set of potential places. Afterwards, stable region-

wise landmarks are extracted for more accurate matching in

the partial reranking process. In the similarity measurement,

both scale and spatial distribution of landmarks are taken into

account, which benefits recognition precision and robustness
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Fig. 8. More image pairs correctly matched by the proposed method.

effectively. Moreover, we use the CNN model transferred from

the image classification task, and no further environment-

specific training is required in the proposed method. A set of

experiments have demonstrated the capability of the proposed

method in challenging environments, where appearance and

viewpoint changes occur simultaneously.

For promoting the computational efficiency, the reliable

filtering stage greatly reduces the search space for partial

reranking process. With the use of random selection technique,

CNN features can not only be highly compressed but also

maintain the results in the similarity measurement.

There are still some interesting directions for further en-

hancing the performance of the proposed method.

• For the tradeoff between pose invariance and condition
invariance, it may be possible to find a balance between

image-wise and region-wise recognition in the similarity

measurement. We will investigate whether considering

the ranking results of filtering stage can achieve superior

performance.

• For each landmark, a forward pass has to be performed
through the CNN model to generate the feature. We

will analyze the possibility of generating features all of

landmarks in just one forward pass.
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