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Abstract. Scene texts in China are always arbitrarily arranged in two
forms: horizontally and vertically. These two forms of texts exhibit dis-
tinctive features, making it difficult to recognize them simultaneously.
Besides, recognizing irregular scene texts is still a challenging task due
to their various shapes and distorted patterns. In this paper, we pro-
pose an orientation sensitive network aiming at distinguishing between
Chinese horizontal and vertical texts. The learned orientation is then AQ1

passed into an attention selective network to adjust the attention maps
of the sequence recognition model, leading it working for each type of
texts respectively. In addition, a lightweight centerline rectification net-
work is adopted, which enables the irregular texts more readable while
no redundant labels are needed. A synthetic dataset named SCTD is
released to support our training and evaluate the proposed model. Exten-
sive experiments show that the proposed method is capable of recogniz-
ing arbitrarily-aligned scene texts accurately and efficiently, achieving
state-of-the-art performance over a number of public datasets.

Keywords: Scene text recognition · Arbitrarily-aligned Chinese
texts · Attention selective network · Centerline rectification ·
Sequence-to-sequence

1 Introduction

Scene text recognition has attracted much interest in the computer vision field
because of its various applications, such as intelligent driving and goods iden-
tification. Nowadays, text recognition methods based on convolutional neural
networks [9] have gained large success, especially integrating convolutional neu-
ral networks with recurrent neural networks [20] and attention mechanisms [28].

However, the majority of the scene text recognition algorithms only cover
English texts. According to our statistics, English vertical texts always have the
same arrangement mode as horizontal ones, as Fig. 1(a) shows. But in China, hor-
izontal and vertical texts usually have completely different arrangement modes.
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(a) (b) (c) (d)

Fig. 1. Examples of arbitrarily-aligned scene texts. (a) Horizontal and vertical English
texts generally have the same arrangement mode. (b) But Chinese scene texts have
two different arrangement modes. (c) Identifying the arrangement modes of Chinese
texts just by their aspect ratios may lead to terrible mistakes. (d) Curved and distorted
patterns are popular in both Chinese and English scene texts.

If training them as a whole, the recognition network will learn entirely differ-
ent features with the same label, which could puzzle the network, causing the
training process slowly and inaccurately. In practice, we usually identify the
orientation of texts depending on heuristic rules such as aspect ratio, but it is
not enough to deal with scene texts which are arbitrarily-aligned. As Fig. 1(c)
shows, some vertical texts have the same arrangement mode as horizontal texts,
but they may be misclassified by merely aspect ratio. For these reasons, learning
the orientation of texts is a more general approach.

Besides, irregular texts appear in natural scenes frequently owing to curved
character placement, perspective distortion, etc. Recognizing texts with arbi-
trary shapes is an extremely difficult task because of unpredictable changeful
text layouts. As illustrated in Fig. 1(d), both English and Chinese texts suffer
from various irregular texts, causing additional challenges in recognition.

In this paper, we propose an orientation sensitive scene text recognition net-
work (OSTER) to learn the orientation of texts automatically and deal with
horizontal and vertical texts simultaneously. It consists of an orientation sensi-
tive network (OSN), a centerline rectification network (CRN) and an attention
selective sequence-to-sequence recognition network (ASN). The OSN judges the
orientation of the input text images. As a result, the features of horizontal and
vertical images could be learned respectively, helping the network to learn quickly
and accurately. The CRN models the centerline of scene texts and corrects the
distorted text to a regular one by fitting the equidistant sampling points with
the centerline. The ASN generates entirely different attention maps for horizon-
tal and vertical texts and predicts different character sequence according to the
learned orientation weights. The whole network can be trained end-to-end by a
multi-task learning manner.
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The contributions of this paper can be summarized as follows:

– We propose an orientation sensitive network to learn the orientation of the
input texts automatically, and an attention selective network to generate
entirely different attention maps for horizontal and vertical texts, which
improve the performance of the recognition network.

– We propose a centerline rectification network to correct the distorted text to
a regular one by fitting the equidistant sampling points with the centerline.

– We establish a synthetic Chinese scene text dataset to train the proposed
model, which includes half of horizontal texts and half of vertical texts.

– We develop an end-to-end trainable system that is robust to parameter ini-
tialization and achieves superior scene text recognition performance over a
number of public datasets. To our knowledge, this paper is the first work to
deal with different arrangement modes of Chinese texts.

2 Related Works

Recent years, scene text recognition has been widely researched and a variety of
recognition methods have been proposed. The traditional character-level scene
text recognition methods first generate multiple candidate character positions,
and then applies the character classifier for recognition [2,26]. With the suc-
cessful application of recurrent neural network (RNN) in sequence recognition,
Shi [20] integrated convolutional neural networks (CNN) with RNN and pro-
posed an end-to-end trainable network named CRNN. After that, Lee [13] pro-
posed an attention mechanism, which can detect more discriminative regions in
images, thus improving recognition performance. Facing the attention drift prob-
lem, Cheng [3] proposed the focusing attention network (FAN) to automatically
adjust the attention weights. Liu [15] presented a binary convolutional encoder-
decoder network (B-CEDNet). Combined with a bidirectional recurrent neural
network, it can achieve significant speed-up. Although these approaches have
shown attractive results, the irregular texts still can not be dealed with effec-
tively. The main reason is that environments in scene texts are various, such as
complicated backgrounds, perspective distortion and arbitrary orientation.

Due to these difficult cases, irregular text recognition has attracted more
and more attention from researchers. Shi [21] applied the spatial transformer
network (STN) [10] for text rectification, then put the rectified text images into
the sequence-to-sequence recognition network to get the final result. To rectify
the distorted text image better, Zhan [29] developed an iterative rectification
framework, which can estimate and correct perspective distortion and text line
curvature iteratively. Different from rectifying the entire distorted text image,
Liao [14] presented a method called Character Attention FCN (CA-FCN), which
modeled the irregular text images in a two-dimensional fashion. Although consid-
erably improving the performance for irregular text recognition, it is still difficult
to precisely locate the fiducial points which tightly bound the text regions, espe-
cially for severely distorted texts. This leads to errors in parameters estimation
of the STN and causes the deformation of scene texts. Different from the exist-
ing methods, we model the centerline of texts and correct the distorted texts to
straight lines, which is robust and flexible in scene text rectification.
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Fig. 2. Overview of the proposed OSTER. The centerline rectification network corrects
the distorted text to a regular one; the orientation sensitive network perceives the
arrangement mode of input images; the attention selective recognition network generate
corresponding attention map at each time step for better recognition results.

At present, some methods process recognition task from the perspective of the
orientation of texts. Cheng [4] devised an arbitrary orientation network (AON)
to extract visual features of texts in four directions. Weighting the four-direction
sequences of features, it can predict the orientation of rotated texts in an unsu-
pervised learning method. However, the essence of AON is dealing with irregular
texts caused by rotation, which is extremely different from learning arrangement
modes of Chinese scene texts in this paper. Besides, the strategy of scaling word
images to a square in AON will destroy the information of text lines, especially
for Chinese texts whose aspect ratio are relatively large. For these reasons, we
propose an orientation sensitive network to learn the orientation of the input
texts automatically, and then pass the learned orientation into an attention
selective network to deal with horizontal and vertical texts respectively.

3 Methodology

This section will present the proposed model including CRN, OSN and ASN.
The overview of our proposed network is as Fig. 2.

3.1 Centerline Rectification Network

Recently, the STN based rectification methods have achieved great success in
recognizing irregular texts, but there are still some problems to deal with. Firstly,
it is still difficult to precisely locate the fiducial points which tightly bound the
text region, especially for severely distorted text. Once the prediction of fiducial
points deviates, the texts will often be incomplete, which will have a great impact
on the recognition results. Our experiment shows that the background left at the
text edges does not disturb the recognition results too much, but the real reason
lies in that the character features in the distorted text line are significantly
different from those of the horizontal text. Therefore, modeling the pose of texts
and correcting the curved texts to straight lines should be paid more attention.

Some recent works [29] model the centerline of texts using the polynomial
fitting method and have made great progress. But compared with predicting
offsets of fiducial points, fitting polynomials is a more abstract task which needs
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Fig. 3. Schematic of curved text correction.

greater learning cost. As a contrast, CRN predicts the offset from the centerline
of texts to the centerline of the input images directly, which can correct the
irregular texts at a small cost.

The CRN works as follows: firstly, it models the centerline of the texts and
takes several points on it with equal sampling. As Fig. 3 shows, we predict N
equal sampling points (P1, P2, P3, . . . , PN ) on the centerline of the text. Their
corresponding points on the centerline of image are (P1t, P2t, P3t, . . . , PNt). Each
point Pi(i = 1, . . . , N) can be represented by (xi, yi).

In order to distribute the characters as evenly as possible, avoiding deforma-
tion due to compression and stretching, areas with more severe curved should
be mapped for longer horizontal distances. Therefore, mapping along the normal
direction is an ideal choice. Apparently, the y-coordinate of Pit is h/2, where h
is the height of input image. The x-coordinate of Pit can be computed by

xit = xi − Δxi (1)

Δxi = Δyi × tan θi (2)

Δyi = yi − h

2
(3)

As can be seen from Fig. 3, θi can be approximated to (θi1 + θi2)/2, where

tan θi1 = | yi+1 − yi

xi+1 − xi
| (4)

tan θi2 = | yi − yi−1

xi − xi−1
| (5)

The CRN estimate the location of points by employing a network described
in Table 1. Once the origin points and target points are determined, scene text
distortions can then be corrected by a thin plate spline transformation (TPS)
[22]. A grid can be generated within the distorted scene text, and a sampler is
implemented to produce the rectified scene text image by using the determined

A
ut

ho
r 

Pr
oo

f
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Table 1. Architecture of the CRN and OSN

Module Layers Out size Configurations

CRN Conv1 15 × 49 3 × 3conv, 32, 2 × 2pooling, 0padding

Conv2 6 × 23 3 × 3conv, 64, 2 × 2pooling, 0padding

Conv3 2 × 10 3 × 3conv, 128, 2 × 2pooling, 0padding

Conv4 1 × 10 3 × 3conv, 64, 2 × 1pooling, 1padding

Conv5 1 × 10 1 × 1conv, 2, 0padding, Tanh activate

OSN Conv1 16 × 50 3 × 3conv, 32, 2 × 2pooling, 1padding

Conv2 8 × 25 3 × 3conv, 64, 2 × 2pooling, 1padding

Conv3 4 × 12 3 × 3conv, 128, 2 × 2pooling, 1padding

Conv4 1 × 5 3 × 3conv, 256, 2 × 2pooling, 0padding

FC1 64 Sigmoid activate

FC2 1 Sigmoid activate

grid, where the value of the pixel pt is bilinearly interpolated from the pixels near
p within the distorted scene text image. It should be noted that the training of
the localization network does not require any extra annotation but is completely
driven by the gradients that are back-propagated from the recognition network.
Only estimating the x-coordinate and y-coordinate of points, the total parameter
number is just 2N . In our trained network, 10 points are employed for scene text
pose estimation.

3.2 Orientation Sensitive Network

The OSN is designed to judge the orientation of input text images, and pass the
confidence of orientation to the subsequent recognition network. As a result, the
horizontal image features and vertical image features could be learned respec-
tively, which is beneficial to achieve better recognition performance.

Similar to the binary classification problem, the OSN can learn the orienta-
tion attributes of texts guided by the orientation label in the training stage. For
every input scene text, the OSN can identify the orientation of it precisely. Com-
pared with training all texts as a whole, it provides more discriminative features
for recognition network, improving the recognition ability of the network. Com-
pared with training horizontal and vertical texts respectively, it simplifies the
recognition process and can handle abnormal cases as Fig. 1(c) shows, improv-
ing the robustness and convenience of the recognition network. The structure of
OSN can be viewed as Table 1 too.

3.3 Attention Selective Sequence-to-Sequence Network

The recognition network employs a sequence-to-sequence model with an atten-
tion mechanism. It consists of a convolutional-recurrent neural network encoder
and an attention-based recurrent neural network decoder.
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Table 2. Architecture of the recognition network

Layers Out size Configurations

Block0 32 × 100 3 × 3conv, 32, 1 × 1stride

Block1 16 × 50

[
1 × 1conv, 32

3 × 3conv, 32

]
× 3, 2 × 2stride

Block2 8 × 25

[
1 × 1conv, 64

3 × 3conv, 64

]
× 4, 2 × 2stride

Block3 4 × 25

[
1 × 1conv, 128

3 × 3conv, 128

]
× 6, 2 × 1stride

Block4 2 × 25

[
1 × 1conv, 256

3 × 3conv, 256

]
× 6, 2 × 1stride

Block5 1 × 25

[
1 × 1conv, 512

3 × 3conv, 512

]
× 3, 2 × 1stride

BiLSTM 25 256 hidden units

BiLSTM 25 256 hidden units

AttLSTM - 256 hidden units, 256 attention units

AttLSTM - 256 hidden units, 256 attention units

We employ a 31-layer ResNet to extract the sequence feature from the input
image. A 2 × 2 stride convolution is implemented to down-sample feature maps
in the first two residual blocks, which is changed to 2 × 1 stride in all following
residual blocks. This helps to reserve more information along the horizontal
direction and is very useful for distinguishing neighbor characters. To enlarge the
feature context, we adopt a multi-layer bidirectional LSTM (BLSTM) network
[5] over the feature sequence.

An attention-based decoder directly generates the target sequence from an
input feature sequence. We trade T for the largest number of steps generated
by the decoder and L for the length of the feature sequence. At time step t, the
vector of attention weights αt,i is as follows:

αt,i = exp(ct,i)/
L∑

j=1

(exp(ct,j)) (6)

ct,i = w1 × eh
t,i + w2 × ev

t,i (7)

The weights w1 and w2 indicate the possibilities of each orientation, which are
predicted by OSN. Apparently, we have w1 +w2 = 1. The eh

t,i and ev
t,i denote the

intermediate attention states of horizontal and vertical sequence separately. They
are generated by two distinct learnable nonlinear transformations of activated
value et,i. Each of the nolinear transformation is a full connection layer followed
by a 1 × 1 convolution. And et,i can be described as follow:

et,i = Tanh(Wsst−1 + Whhi + b) (8)
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8 Z. Feng et al.

where st−1 is the hidden state at previous time step t − 1, and hi indicates the
sequential feature vectors generated by the convolutional-recurrent encoder. Ws,
Wh and b are learnable parameters.

The target sequence can be described as (y1, ..., yT ). At time step t, the
output yt is:

yt = softmax(WT
outst + bout) (9)

where Wout and bout are learnable parameters, too. st is the hidden state at time
step t, which can be computed by:

st = RNN((f(yt−1), gt), st−1) (10)

Normally, the RNN function above represents an LSTM network. (f(yt−1, gt)
indicates the concatenation of gt and one-hot embedding of yt−1. gt can be
computed by:

gt =
L∑

i=1

(αt,ihi) (11)

From the description above, the attention value of decoder is bound to the
orientation confidence at the time step scale. Thus the recognition network deals
with horizontal and vertical texts respectively, avoiding the confusion of samples
with different arrangements.

The decoder stops processing when it predicts an end-of-sequence token
“EOS” [24]. We adopt beam search [22] while testing to achieve better per-
formance. The architecture of the recognition network can be viewed as Table 2.

3.4 Training

We integrate the OSN, CRN and ASN into one network. Using word-level anno-
tations and orientation labels, the whole network can be trained end-to-end by
a multi-task learning manner. It’s worth noting that random initialization will
not affect the performance of this network. The loss consists of two partly losses:

Loss = Lw + λLo (12)

where Lw and Lo denote the word prediction loss and orientation classification
loss respectively. The word prediction loss function can be described as follows:

Lw = −1
2

L∑

l=1

(logp1(yl|I) + logp2(yl|I)) (13)

where p1 and p2 are the predict possibility from left-to-right decoder and right-
to-right decoder respectively. I denotes the input image, yl indicates the l-th
character of its text groundtruth whose length is L.

And Lo is binary cross entropy loss, whose labels are “horizontal” and “ver-
tical”. It can be described as follows:

Lo = −(ylog(p) + (1 − y)log(1 − p)) (14)

where y indicates the true label of input text and p indicates the output of OSN.
We set λ = 1 in our experiments.
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Fig. 4. Examples of recognition results of vertical texts. On one hand, the single model
with ASN achieves much better results than the model without ASN. On the other
hand, using “two models” method, we tend to select the vertical model via their aspect
ratios information, which may return the totally wrong results.

4 Experiments

In this section we describe extensive experiments conducted on various datasets.

4.1 Datasets Setup

RCTW2017 and LSVT2019. They are representative Chinese scene text
datasets [8,23], most images of which are natural images collected by phone
cameras. In LSVT2019, we only use the fully annotated part. Because anno-
tations of the test set are not public, so we random split the training set into
two subsets following the ratio 3:1, and segment text strings from the original
images based on annotations. Texts which are marked by the “difficult” flag are
excluded.

It’s worth noting that the orientation labels of public datasets are easy to
generate. A simple approach is based on their aspect ratio, which is the most
commonly used to distinguish the horizontally and vertically texts when training
two independent models. Obviously, it can’t handle the abnormal cases as Fig. 1
in our paper. The other approach is using our orientation-classification model
pretrained on our dataset. It has been proved that the accuracy of direction
discrimination can reach 98% on real scene texts.

SCTD. Compared with various English public datasets, existing Chinese scene
text datasets do not provide sufficient data for deep network training. To over-
come the problem, we generate a synthetic Chinese scene text dataset (SCTD)
for training and evaluating the performance of the proposed method. It com-
prises half of the vertical texts and half of the horizontal texts. We adapt the
framework proposed by Gupta et al. [6] to a multi-oriented setup.

Different from [6], our task does not involve text detection, thus we adopt
a faster and simpler approach to establish our dataset. We generate bounding
boxes randomly on the scene pictures and calculate the standard deviation of the
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10 Z. Feng et al.

Fig. 5. Attention maps of arbitrarily-aligned texts. The maps in red color denote hori-
zontal attention while maps in blue color denote vertical attention. (Color figure online)

Table 3. Performance of the ASN

Methods PM on SCTD PM on RCTW2017 PM on LSVT2019

Two models 70.4 53.1 51.9

OSTER (without ASN) 62.3 50.2 48.7

OSTER (with ASN) 69.5 52.5 51.3

Lab values of the regions, and select the regions whose standard deviation are
less than the threshold for clipping (smaller standard deviation means the flat-
ter color distribution). To increase sample diversity, we random add degrading
strategies such as rotating, perspective transformation, brightness transforma-
tion. It includes 5 million training word images and 1,0000 testing word images.
5990 classes of Chinese characters are covered.

4.2 Implementation Details

Details about OSTER architecture are given in Tables 1 and 2 respectively. The
number of hidden units of BLSTM in the decoder is 256. The recognition model
outputs 5991 classes, including Chinese characters, digits, symbols, and a flag
standing for “EOS”. For vertical text images, we rotate them by 90◦. After that,
all images are resized to 32 × 100.

We adopt ADADELTA as the optimizer. The model is trained by batches of
64 examples. We set the learning rate to 1.0 at the beginning and decrease it
to 0.1 after its convergence. We implement our method under the framework of
PyTorch. Our model is GPU-accelerated with an NVIDIA GTX-1080Ti GPU,
and CUDA 8.0 and CuDNN v7 backends are used.

4.3 Performance of the ASN

This part of the experiment is based on Chinese dataset. The OSTER is firstly
trained on SCTD, then fine-tuned on the training subset of RCTW2017 and
LSVT2019. We take perfect matching (PM) as the evaluation metric, which
means the recognition results must be totally the same as the GT characters.

The accuracy of orientation discriminant can reach 99.8% on SCTD while
99.2% on RCTW2017 and 98.9% on LSVT2019. The recognition results are
shown as Table 3. Compared with training all texts as a whole, the ASN improves
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Fig. 6. Visualization of the source images, the rectified images and the recognition
results. The results of rectified images is much better than that of source images.

Table 4. Performance of the CRN

Methods SCTD RCTW2017 LSVT2019 IC15 CUTE IIIT5K SVT SVTP

Without CRN 65.7 49.4 48.7 74.2 76.2 91.2 84.7 74.2

With CRN 69.5 52.5 51.3 77.1 81.8 92.2 89.2 80.4

the recognition accuracy greatly. Compared with training two models separately,
the ASN achieves similar performance with only a single model, which is a more
general and simple approach. Figure 4 shows an example where OSTER can
deal with arbitrarily-aligned texts easily while severe mistakes are made by the
separately trained models.

Examples of attention heat maps when decoding individual characters are
visualized in Fig. 5. The maps in red color denote horizontal attention while maps
in blue color denote vertical attention, and they are quite different from each
other. Although learned in a weakly supervised manner, the attention module
can still localize characters being decoded precisely.

4.4 Performances of the CRN

We visualize the outcomes of the CRN to verify the ability of its distortion
correction. We perform this part of the experiment on both the Chinese datasets
and the English datasets. The test English datasets include ICDAR2015 [12],

Table 5. Comparison on public Chinese benchmarks

Methods RCTW2017 LSVT2019

MED score PM score MED score PM score

Shi et al. [20] 0.338 45.1 0.357 41.7

Lee et al. [13] 0.341 44.3 0.349 42.3

Wang et al. [25] 0.344 43.5 0.366 40.3

Luo et al. [16] 0.296 51.3 0.318 48.9

Shi et al. [20] 0.292 51.8 0.315 49.3

OSTER (without OSN) 0.293 51.7 0.318 49.2

OSTER (with OSN) 0.270 53.3 0.296 50.9
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12 Z. Feng et al.

CUTE [18], IIIT5k-Words [17] and SVT [26]. As Fig. 6 shows, whether tilted,
curved or partially distorted images can be effectively corrected. The recognition
results are also improved dramatically.

Table 4 lists the results of the two variants. As can be seen, the model with
rectification outperforms the one without on all datasets, particularly on SVTP
(+6.2%) and CUTE (+5.6%). Since these two datasets both consist of irregular
text, the rectification shows a significant effect.

4.5 Performances on Public Datasets

To prove the excellent performance of OSTER, We implement different open-
source algorithms of text recognition on Chinese benchmarks. We keep the same
aspect ratio as other methods (32 × 100) for fair comparison, rather than resizing
the Chinese texts to a larger aspect ratio (32 × 160 for example) for higher
accuracy. All images of the test subset of RCTW2017 are used.

The Mean Edit Distance (MED) [7] is also adopted as the evaluation metric.
Lower MED and higher PM mean better performance. Table 5 lists the results of
these methods. As can be seen, the OSTER outperforms the traditional methods
on Chinese benchmarks either on MED or on PM metric.

To prove the generalization ability of OSTER, we conducted extensive exper-
iments on various English benchmarks, including regular and irregular datasets.
The training data consists of 8-million synthetic images released by Jaderberg
[9] and 6-million synthetic images released by Gupta [6]. No extra data is used.

Table 6. Comparison on public English datasets

Method IC13 IC15 CUTE IIIT5k SVT SVTP

Jaderberg et al. [11] 81.8 - - - 71.7 -

Rodriguez et al. [19] - - - - 70.0 -

Lee et al. [13] 90.0 - - 78.4 80.7 -

Shi et al. [20] 86.7 - - 78.2 80.8 -

Shi et al. [21] 88.6 - 59.2 81.9 81.9 71.8

Cheng et al. [3] 89.4 66.2 63.9 83.7 82.2 71.5

Yang et al. [28] - - 69.3 - - 75.8

Cheng et al. [4] - 68.2 76.8 87.0 82.8 73.0

Bai et al. [1] 94.4 - - 88.3 87.5 -

Liao et al. [14] 91.4 - 78.1 92.0 82.1 -

Luo et al. [16] 92.4 68.8 77.4 91.2 88.3 76.1

Shi et al. [20] 91.8 76.1 79.5 93.4 93.6 78.5

Zhan et al. [29] 91.3 76.9 83.3 93.3 90.2 79.6

Wang et al. [27] 91.3 74.0 85.1 93.3 88.1 80.2

OSTER (ours) 92.4 77.1 81.8 92.2 89.2 80.4
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Because English datasets have rarely vertical texts, we set the orientation to be
“horizontal” for every image. We only test lexicon-free case for SVT and IIIT5k.
The training details are the same as training SCTD. Table 6 shows that OSTER
achieves state-of-the-art performance over a number of public datasets.

5 Conclusion

In this paper, we propose an orientation sensitive scene text recognition net-
work that is capable of recognizing horizontal and vertical scene texts simul-
taneously. The centerline rectification network corrects the distorted text to a
regular one, the orientation sensitive network perceives the arrangement mode of
input images, the attention selective recognition network generate correspond-
ing attention map at each time step for better recognition results. The proposed
network can be trained end-to-end and is robust to parameter initialization.
Experiments over a number of public datasets demonstrate its superior perfor-
mance in arbitrarily-aligned scene text recognition. The SCTD we established
will be released to the public.
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