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Factorial HMM and Parallel HMM
for Gait Recognition

Changhong Chen, Jimin Liang, Heng Zhao, Haihong Hu, and Jie Tian, Senior Member, IEEE

Abstract—Information fusion offers a promising solution to the
development of a high-performance classification system. In this
paper, the problem of multiple gait features fusion is explored with
the framework of the factorial hidden Markov model (FHMM).
The FHMM has a multiple-layer structure and provides an al-
ternative to combine several gait features without concatenating
them into a single augmented feature. Besides, the feature concate-
nation is used to directly concatenate the features and the parallel
HMM (PHMM) is introduced as a decision-level fusion scheme,
which employs traditional fusion rules to combine the recognition
results at decision level. To evaluate the recognition performances,
McNemar’s test is employed to compare the FHMM feature-level
fusion scheme with the feature concatenation and the PHMM
decision-level fusion scheme. Statistical numerical experiments are
carried out on the Carnegie Mellon University motion of body and
the Institute of Automation of the Chinese Academy of Sciences gait
databases. The experimental results demonstrate that the FHMM
feature-level fusion scheme and the PHMM decision-level fusion
scheme outperform feature concatenation. The FHMM feature-
level fusion scheme tends to perform better than the PHMM
decision-level fusion scheme when only a few gait cycles are avail-
able for recognition.

Index Terms—Factorial hidden Markov model (FHMM), gait
recognition, information fusion, McNemar’s test, parallel HMM
(PHMM), performance evaluation.

I. INTRODUCTION

B IOMETRICS refer to the automatic identification of a per-
son by measuring and analyzing its physiological or behav-

ioral characteristics, such as fingerprints, eye retinas and irises,
facial patterns, and gait patterns. Gait recognition is the process
of identifying an individual by his/her walking style. In compar-
ison with other biometric characteristics, gait patterns have the
advantages of being unobtrusive, difficult to conceal, noninva-
sive, and effective from a distance. Therefore, gait recognition
has attracted a lot of research interests in recent years. Infor-
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mation fusion technology offers a promising solution to the
development of a superior classification system. It has been ap-
plied to numerous fields and new applications are being explored
constantly. For gait recognition problems, information fusion is
necessary to be employed under at least three circumstances:
1) when multiple gait features are used for recognition [1]–[5];
2) when multiple-view gait sequences are employed to develop
gait recognition algorithms [6]–[9]; and (3) when gait patterns
are integrated with other biometrics [10]–[15].

The problem of multiple gait feature fusion has been ad-
dressed by [1]–[5]. Wang et al. [1] employed both static and
dynamic features for recognition using the nearest exemplar
classifier. The features were fused on decision level using dif-
ferent combination rules. Lam et al. [2] presented two gait
feature representation methods, the motion silhouette contour
templates (MSCTs) and static silhouette templates (SSTs), and
performed decision-level fusion by summarizing the similarity
scores. Bazin et al. [3] examined the fusion of a dynamic feature
and two static features in a probabilistic framework. They pro-
posed a process for determining the probabilistic match scores
using intra- and interclass variance models together with Bayes
rule. Han and Bhanu [4] proposed a method to learn statistical
gait features from real templates and synthetic templates to ad-
dress the problem of lacking gallery gait data. A matching score
fusion strategy was therefore applied to improve the recognition
performance. Veres et al. [5] tried to fuse static and dynamic
features to overcome the problem when the gallery and probe
databases were recorded with a time interval. Generally speak-
ing, superior gait recognition performance was reported when
multiple features were employed.

While some research attempted the multiview gait recogni-
tion problem by warping the original views to the canonical
view [6], [7], others sought information fusion approaches.
Wang et al. [8] presented a multiview gait recognition method
based on fusing the similarity scores of two viewpoints by the
sum rule, weighted sum rule, product rule, and Dempster–Shafer
rule. Lu and Zhang [9] proposed a multiview fusion recognition
approach on the decision level, which combined the results of
independent component analysis (ICA) and genetic fuzzy sup-
port vector machine (GFSVM) using the product of sum (POS)
rule.

Although research conducted in the area of gait recognition
has shown the potential of gait-assisted identification, at present,
gait is not generally expected to be used as a sole mean of
identification of individuals in a large database; instead, it is seen
as a potentially valuable component in a multimodal biometric
system [16]. See [10]–[15] for approaches to combine gait with
other biometrics.

1094-6977/$25.00 © 2008 IEEE
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In the aforementioned literatures, the approaches of infor-
mation fusion can be roughly classified into two categories:
the decision-level fusion [1]–[11], [13], [15] and the feature-
level fusion [12], [14]. In the decision-level fusion system,
multiple classifiers work in hierarchical [12], [15] or in paral-
lel [1]–[11], [13], [14]. The outputs of the individual classifiers
(subject labels, rank values, or match scores) are combined by
some specific fusion rules to produce the final recognition re-
sult. Commonly applied fusion rules include majority voting,
sum rule, product rule, and so on. Some details of these fusion
rules can be found in [3] and [8].

While fusion at the decision level has been extensively stud-
ied, feature-level fusion is relatively understudied. Zhou and
Bhanu [14] presented a summary of the recent work for the
feature-level fusion and pointed out that feature concatena-
tion was the most popular feature-level fusion methodology.
Whereas in many recognition applications, the number of avail-
able training samples is small, and high-dimensional feature
typically results in the well-known curse of dimensionality and
the small sample size problem [17].

In this paper, we explore two extended hidden Markov mod-
els (HMMs) frameworks, the factorial HMM (FHMM) and
the parallel HMM (PHMM), for gait recognition using mul-
tiple features. The HMM-based gait recognition methodology
is preferable to other techniques since it explicitly takes into
consideration not only the similarity between shapes in the test
and reference sequences, but also the probabilities with which
shapes appear and succeed each other in a walking cycle of a
specific subject [16]. The FHMM framework provides an inter-
esting alternative to combine several features without the need to
combine them into a single augmented feature vector [18]. It has
a multiple-layer structure and combines the information from
each layer to obtain the model parameters. We treat FHMM as
a feature-level fusion structure because fusion occurs at train-
ing process to get model parameters instead of decision level to
obtain the recognition results. The PHMM framework, similar
with the FHMM, also has a multiple-layer structure. The differ-
ence between the PHMM and FHMM is that the PHMM has no
interlayer connections and each layer runs independently as an
HMM-based classifier. The PHMM acts as a typical decision-
level fusion structure. Besides, the feature concatenation is pre-
sented as the straightforward feature-level fusion method. In
this paper, the PHMM and the feature concatenation are re-
garded as two traditional fusion methods, whose performances
are compared with that of FHMM.

Logan and Moreno [18] pointed out that “there is only
an advantage in using the FHMM if the layers model pro-
cesses with different dynamics; if the features are indeed highly
correlated FHMM does not seem to offer compelling advan-
tages.” Therefore, we chose intuitively the wavelet feature
and frieze feature [19] as two distinct features for algorithm
validation experiments. Extensive experiments are carried out
on the Carnegie Mellon University (CMU) motion of body
(MoBo) gait database [20] and the Institute of Automation of the
Chinese Academy of Sciences (CASIA) gait database
(database A) [21]. The cumulative matching score (CMS) curve
is used to evaluate the recognition performance. Besides the

Fig. 1. Hidden Markov model.

CMS curve, McNamara’s test is employed to compare the pro-
posed fusion algorithms with the HMM-based approach using
the individual feature or the concatenated feature. McNemar’s
test is a first-order check on the statistical significance of an
observed difference in recognition performance. The times of
success/failure trials of the compared algorithms are used to
calculate the confidence and produce the evaluation result. Mc-
Nemar’s test is generally more comprehensive and reliable than
the CMS curve to compare two algorithms, especially when two
CMS curves are crossed with each other.

In addition to introducing PHMM and FHMM as two kinds
of fusion methodology based on HMM, we report another con-
tribution to represent incomplete gait image. The CASIA gait
database A was collected outdoor with some incomplete gait sil-
houettes. The frieze feature does not fit the CASIA gait database
A directly. We reprocess each silhouette image in the CASIA
gait database A as a frame difference energy image (FDEI).
FDEI is represented as the sum of gait energy image (GEI) and
the difference image between the current frame and the next
frame. The advantage of the FDEI lies in emphasizing the dif-
ference of consecutive frames and maximally maintaining the
primary shape information.

The remainder of this paper is structured as follows. Section II
gives an introduction on FHMM and PHMM. The FHMM-based
and PHMM-based silhouette recognition methods are presented
in Section III. In Section IV, the proposed methods are evaluated
on the CMU MoBo gait database and the CASIA gait database
A. Their performances are compared with that of HMM-based
methods through CMS curves and McNemar’s test. We discuss
the results and conclude this paper in Section V.

II. FACTORAL AND PARALLEL HMM

The structure of HMM is shown in Fig. 1. HMM gets its
name from two defining properties. First, it assumes that the
observation Yt at time t is generated by some process whose
state St is hidden from the observer. Second, it hypothesizes
that the state of the hidden process satisfies the Markov property.
Given the value of St−1 , the current state St is independent from
all the states prior to t − 1.

There are some possible extensions of the HMMs, such as
the FHMM [22], the coupled HMM [23], and the PHMM [18].
These extensions have a more complex structure and can achieve
better performance if properly used. FHMM and PHMM will
be introduced and employed in this paper.

FHMM was first introduced by Ghahramani and Jordan [22],
who attempted to extend HMM by allowing the modeling of sev-
eral stochastic random processes loosely coupled. FHMM uses
a more complex state structure to improve the representational

Authorized licensed use limited to: XIDIAN UNIVERSITY. Downloaded on February 27, 2009 at 21:12 from IEEE Xplore.  Restrictions apply.

https://www.researchgate.net/publication/236157548_Factorial_Hidden_Markov_Models?el=1_x_8&enrichId=rgreq-177f6481099533116e17c6cce82fc435-XXX&enrichSource=Y292ZXJQYWdlOzIyNDM1NDU2MTtBUzo5NzUxMjMzNzcwNzAxMUAxNDAwMjYwMTYxOTYx
https://www.researchgate.net/publication/236157548_Factorial_Hidden_Markov_Models?el=1_x_8&enrichId=rgreq-177f6481099533116e17c6cce82fc435-XXX&enrichSource=Y292ZXJQYWdlOzIyNDM1NDU2MTtBUzo5NzUxMjMzNzcwNzAxMUAxNDAwMjYwMTYxOTYx
https://www.researchgate.net/publication/2734533_Coupled_Hidden_Markov_Models_for_Modeling_Interacting_Processes?el=1_x_8&enrichId=rgreq-177f6481099533116e17c6cce82fc435-XXX&enrichSource=Y292ZXJQYWdlOzIyNDM1NDU2MTtBUzo5NzUxMjMzNzcwNzAxMUAxNDAwMjYwMTYxOTYx


116 IEEE TRANSACTIONS ON SYSTEMS, MAN, AND CYBERNETICS—PART C: APPLICATIONS AND REVIEWS, VOL. 39, NO. 1, JANUARY 2009

Fig. 2. FHMM with two layers.

capacity of HMM. It has a multiple-layer structure and provides
an interesting alternative to combining several features. FHMM
was previously applied to speech recognition [18], [24], [25].
Betkowska et al. [25] used FHMM for speech recognition with
the second layers modeling sudden noise and confirmed it can
improve clean speech HMM in noisy conditions. To the best
of our knowledge, factorial HMM has not been applied to gait
recognition yet. In this paper, we attempt to explore the po-
tential of FHMM for gait modeling as a feature-level fusion
method, which combines different features to find an optimal
discrimination.

FHMM arises by forming a dynamic belief network com-
posed of several layers. Each layer can be considered as an
independent HMM. The structure of FHMM is demonstrated in
Fig. 2. Each layer has independent dynamics but the observation
vector depends upon the state of all the layers. This is achieved
by allowing the state variable in FHMM as a collection of states.
We employ a “metastate” variable as the combination of states
as follows:

St = S
(1)
t , S

(2)
t , . . . , S

(M )
t (1)

where St is the “metastate” at time t, S(m )
t indicates the state of

the mth layer at time t, and M denotes the number of layers.
For simplicity, it is assumed that each layer of the factorial

HMM has the same number of possible states. Let K be the num-
ber of states in each layer. An FHMM with M layers requires
M K × K transition matrices with zeros representing illegal
transitions. This system could still be represented as a regu-
lar HMM with a KM × KM transition matrix. However, for
computational simplicity, it is preferable to use the M K × K
transition matrices over the KM × KM equivalent representa-
tion. It is also assumed that each metastate variable is a priori
uncoupled from other state variables, such that the following
equation holds:

P (St |St−1) =
M∏

m=1

P
(
S

(m )
t |S(m )

t−1

)
. (2)

There are two different ways of combining the information
from the layers to calculate the probability of the observation.
The first method assumes that the observation is distributed
according to a Gaussian distribution with a common covariance
and the mean from a linear combination of the state means,
named as the “linear” FHMM. The second combination method,
namely the “streamed” method, assumes that P (Yt |St) is the

Fig. 3. (a) Fusion structure of FHMM. (b) Fusion structure of PHMM.

product of the distributions of each layer (Yt is the observation
at time t). See [22] for more details.

FHMM can be considered as a feature-level fusion method
and be applied to gait recognition, as shown in Fig. 3(a). In
this paper, we use two distinct gait features (as described in
Section III) in experiments. The two features are extracted from
the same gait sequence but applied to different layers of FHMM.
PHMM can be considered as a decision-level fusion structure
and the structure of PHMM is displayed in Fig. 3(b). The same
two features used in FHMM are trained and tested by two HMM
classifiers, respectively. The classification results are fused using
the voting rule if the classifiers agree with each other, or using
the summation of the matching scores if they are inconsistent.

III. FHMM-BASED PHMM-BASED SILHOUETTE

RECOGNITION

In this section, we describe the FHMM-based and PHMM-
based gait silhouette recognition methods in detail. For com-
pleteness, we start with an introduction of the preprocessing
and feature extraction procedures.

A. Preprocessing and Feature Extraction

The preprocessing procedure is crucial for gait recognition.
The CMU MoBo gait database and the CASIA gait database
A offer human silhouettes segmented from video sequences.
These silhouettes are noisy and need further processing. The
preprocessing procedure in this paper has the following steps.

First, mathematical morphological operations are employed
for holes remedy and noise elimination.

Second, some big noise blocks, such as the shadow under
the feet or some other redundant parts of the silhouettes, are
removed by eliminating the connected regions whose areas are
less than a given threshold. This step is useful to get rid of the
separated noise regions, but may fail when the noise is connected
with the main body.

Finally, all the silhouettes are aligned and cropped into the
same size. The size can be chosen manually. We choose 640*300
for the CMU MoBo gait database and 120*95 for the CASIA
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Fig. 4. (a) Example of the original silhouette of the CMU MoBo gait database.
(b) Processed silhouette of (a). (c) Example of the original silhouette of the
CASIA gait database A. (d) Processed silhouette of (c).

gait database A, which contain most useful information and less
noise for most people. Examples are presented in Fig. 4.

After the foregoing processing steps, we proceed to extract
features from the silhouette image sequences. Two types of
different features, the frieze and wavelet features, are employed.
The frieze feature extracts spatial information, while the wavelet
feature keeps the low-frequency information.

1) Frieze Feature: The frieze feature pattern was proposed
in [19]. A 2-D pattern that repeats along one dimension is
called a frieze pattern in mathematics and geometry litera-
ture. Consider a binary silhouette image b(x, y) indexed spa-
tially by pixel location (x, y). The first frieze pattern is calcu-
lated as Fc(x) =

∑
y b(x, y), which is the vertical projection

(column sum) of silhouette image. The second frieze pattern
Fr (y) =

∑
x b(x, y) can be constructed by stacking row pro-

jections. It is considered that Fr contains more information than
Fc and some obvious noise can be filtered out from Fr , as shown
in Fig. 5. We choose Fr as the first gait feature pattern hereafter
in the paper.

2) Wavelet Feature: Wavelet transform is regarded as a
temporal-frequency localized analysis method, which has both
high time resolution in high-frequency part and high-frequency
resolution in low-frequency part. It has the property of holding
entropy and changing the energy distribution of the image with-
out missing information. Wavelet transform acts on the entire
image, which can eliminate the global relativity of the image as
well as separate the quantization error to the whole image, thus
avoiding artifacts.

The 2-D wavelet transform is applied to the silhouettes using
Haar wavelet base. The wavelet coefficients of the approxima-
tion subimage hold the most useful information and reduce the

Fig. 5. (a) Preprocessed silhouette image. (b) Frieze feature Fc of (a).
(c) Other frieze feature Fr of (a). (d) Fr after filtering noise.

dimension of the image. The wavelet coefficients of the approx-
imation subimage are chosen as the second gait feature pattern.

B. FHMM-Based Silhouette Recognition

This section describes the details of the FHMM-based sil-
houette recognition method. The parameters of FHMM are first
initialized and iteratively estimated. The recognition results are
then determined by the sorted likelihoods.

1) Parameters Initialization: Number of states K and
layers M : As in [26], the average distortion is used to exam-
ine the marginal reduction in the distortion as the state number
changes. When the average distortion does not decrease rapidly,
the corresponding state number is chosen. In this paper, the state
number K for the CMU MoBo gait database and the CASIA
gait database A are set to be 5 and 7, respectively. The number
of layers depends on the features extracted. Since two kinds
of features are extracted in this paper, FHMM has two layers,
i.e., M = 2. The transition matrices: The transition matrices
are M K × K matrices. Each of the initial K × K matrices is
initialized as a left-to-right HMM, which only allows transitions
from one state to itself and its next state.

The output probability distribution: A gait sequence is always
large in size. The large dimension makes it impossible to cal-
culate a common covariance of the observation. So we use an
exemplar-based model to calculate the distribution. The motiva-
tion behind the exemplar-based model is that the recognition can
be based on the distance measured between the observed feature
vectors and the exemplars. The distance metric and the exem-
plars are key factors to the performance of an algorithm. The
“streamed” method mentioned before in Section II is employed
to combine different layers.
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Let T be the length of the gait sequence. {Yt, t = 1, . . . , T}
denote the observation vectors of a training cycle, {f (m )

t , t =
1, . . . , T} are the feature vectors, and {S(m )

t , t = 1, . . . , T} is
the state set of layer m. The feature vectors are equally divided
into K clusters and the exemplar element S

(m )
t is initialized as

the mean feature vector in layer m of the cluster to which the
t-th feature vector f

(m )
t belongs.

In order to avoid calculating high-dimensional probability
density functions, we estimate the output probability distribu-
tion by an alternative approach based on the distance between
the exemplars and the feature vectors. The output probability
distribution of the layer is defined as

P
(
f

(m )
t |S(m )

t

)
= αδ(m )

n e−δ
(m )
n ×D (f (m )

t ,S
(m )
t ) (3)

where α is a parameter less than 1, D(f (m )
t , S

(m )
t ) is the inner

product distance between the t-th feature vector f
(m )
t and the

t-th state in the layer m, δ
(m )
n is a parameter of the cluster nth

in the layer m, calculated as:

δ(m )
n =

Nn∑
t∈Cn

D
(
f

(m )
t , S

(m )
t

) (4)

where Nn is the frame number of the nth cluster. Cn contains
the frame numbers of the nth cluster.

The output probability distribution is represented by

P (Yt |St) ∝
M∏

m=1

P
(
f

(m )
t |S(m )

t

)
. (5)

2) Parameters Estimation: The FHMM model parameter is
denoted as λ, which includes exemplars, transition matrices,
the output probability distribution, and the prior probabilities.
The exemplars are initialized as mentioned before and remain
unchanged when estimating other parameters. The transition
matrices and prior probabilities can be estimated using the ex-
pectation maximization (EM) algorithm. The exact forward–
backward algorithm [27] is used in the E-step. The naive exact
algorithm has the time complexity of O(TK2M ) if applying
to the transformation of the factorial HMM into an equivalent
HMM with Km states using the forward–backward algorithm.
The exact forward–backward algorithm has time complexity
O(TMK(M +1)) because it makes use of the independence of
the underlying Markov chains to sum over M K × K transition
matrices. Viterbi algorithm is applied to get the most probable
path and likelihood. New exemplars can be obtained through the
most probable path and the new output probability distribution
can be obtained from the new exemplars. The entire process is
iterated until the likelihood converges to a small threshold.

3) Recognition: First, a probe cycle y is preprocessed and
its features are extracted.

Then, the output probability distribution of the probe se-
quence can be calculated by the exemplars of the training se-
quence. We get the log likelihood Pj when the probe sequence
is generated by the FHMM parameters λj of the jth person in
the training database:

Pj = log(P (y|λj )). (6)

If Pm is the largest one among all Pj ’s, we assign the unknown
person to be person m.

A key problem during calculating the log likelihood Pj is
how to get the clusters of the probe sequence in case of the
given parameters of the training sequence. Two methods can be
considered. First, the distance between the features of the probe
sequence and the exemplars of a training sequence are calculated
to confirm the clusters. The clusters of the same probe sequence
may vary with different training sequences. Second, the probe
sequence is equally divided into K clusters, which remain the
same for different train sequences. Our experiments adopt the
second method.

C. PHMM-Based Silhouette Recognition

All the parameters are initialized and estimated by HMM in-
stead of the FHMM. We use the frieze and wavelet features,
respectively, to implement the HMM-based silhouette recogni-
tion classifiers and fuse their results. Both the voting strategies
and score-based strategies [28] are adopted as the fusion rule.
Two HMM classifiers vote for the final classification result. If
they disagree with each other, the summation of the matching
scores is realigned and used for the final classification. There-
fore, the PHMM is considered as a kind of decision-level fusion.

IV. NUMERICAL EXPERIMENTS

We use the CMU MoBo gait database and CASIA gait
database A to evaluate the proposed algorithm. The lateral se-
quences of the CMU MoBo gait database are adopted and the
image size is preprocessed as 640*300. The CMU MoBo gait
database contains 25 subjects. The lateral and oblique sequences
of the CASIA gait database A are adopted and the image size
is preprocessed as 120*95. The CASIA gait database A in-
cludes 20 subjects and four sequences for each viewing angle per
subject.

The first part of the results is presented by CMS curves. In
order to evaluate the algorithms comprehensively, we employ
McNemar’s test to obtain the second part of the results. For con-
venient description, some abbreviations are adopted hereafter.
HMM(f) represents the HMM with frieze vectors. HMM(w)
denotes the HMM with wavelet vectors. HMM(c) denotes the
HMM with the concatenated vectors. The wavelet and frieze
vectors of the same image are joined together to form a concate-
nated feature.

A. CMS Curves

The CMS curve indicates the probabilities of the correct
match included in the top matches. The CMS curves of two
gait databases are presented separately.

1) CMU MoBo Gait Database: Four experiments are per-
formed. Four cycles are used for training and two cycles for
testing. The experiments are set up as follows.

a) S versus F: Training on slow walk and testing on fast walk.
b) F versus S: Training on fast walk and testing on slow walk.
c) S versus B: Training on slow walk and testing on walking

with a ball.
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d) F versus B: Training on fast walk and testing on walking
with a ball.

Fig. 6 gives the CMS curves of the four experiments using
five different kinds of recognition methods. For the experiment
“S versus F,” as shown in Fig. 6(a), the FHMM method per-
forms best whose gait recognition rate reaches 100% at rank
1. The results of HMM(f) and HMM(w) are good enough, but
that of the PHMM method does not show much improvement.
In experiment “F versus S” [see Fig. 6(b)], the feature con-
catenation method, i.e., HMM(c), gives the best result for all
the rank values. The FHMM method performs close to the best
one, but PHMM gives the lowest recognition rate at rank 1. For
experiment “S versus B” [see Fig. 6(c)], the PHMM method
has an advantage over others. However, this time the feature
concatenation method HMM(c) has the lowest recognition rate
for ranks 1–5. The HMM(w) and HMM(c) have comparative
performances.

The results of experiment “F versus B” [see Fig. 6(d)] are
more complex. For most rank values, the HMM(w) gives the
highest recognition rate, while the HMM(f) gives the lowest
one. This is because that when people walk with a ball, their
shapes vary significantly. The frieze feature is more sensitive to
the shape variation than the wavelet feature. The experimental
results suggest that the frieze feature does not provide as much
discriminate information as the wavelet feature to distinguish
the gait state of fast walking and walking with a ball. There-
fore, fusing the frieze feature with the wavelet feature either
by FHMM, PHMM, or feature concatenation does not improve
the recognition performance rather than by using the wavelet
feature by itself. Another phenomenon in Fig. 6(d) is that the
CMS curves of the PHMM and FHMM are intersect and it is
difficult to tell which one performs better.

Generally speaking, FHMM is superior to HMM using a sin-
gle feature under most circumstances. Also, the FHMM-based
gait recognition method performs better than the PHMM-based
method, except for experiment “S versus B.” The PHMM also
shows its advantages over single HMM, especially in experi-
ments “S versus F” and “S versus B.” It is worth noticing that
when one feature performs badly, the performances of fusion
are thereby degraded. HMM(c) performs poorly in the last two
experiments, which indicates that it is more susceptible to shape
changes.

2) CASIA Gait Database A: Four cycles are used for training
and two cycles for testing. Lateral and oblique tests are carried
out. The two tests are both trained on walking in one direction
and tested on walking in the opposite direction.

Fig. 7 shows the CMS curves of the two experiments using
five different kinds of recognition methods. However, the recog-
nition rates are not noteworthy. The HMM(w) gives the best re-
sults while HMM(f) produces the worst. The results of FHMM
and PHMM are similar, but worse than those of HMM(w). The
fusion methods do not show any particular advantages.

We examine the images in the database and notice many
incomplete silhouette images, which may affect the performance
greatly. To deal with the incomplete gait image, we propose a
new gait pattern representation method named FDEI. FDEI is
represented as the sum of GEI and the difference image between

Fig. 6. CMS curves of the four experiments on the CMU MoBo gait database.
(a) Results of S versus F. (b) Results of F versus S. (c) Results of S versus B.
(d) Results of F versus B.

Authorized licensed use limited to: XIDIAN UNIVERSITY. Downloaded on February 27, 2009 at 21:12 from IEEE Xplore.  Restrictions apply.



120 IEEE TRANSACTIONS ON SYSTEMS, MAN, AND CYBERNETICS—PART C: APPLICATIONS AND REVIEWS, VOL. 39, NO. 1, JANUARY 2009

Fig. 7. CMS curves of two experiments on the CASIA gait database A.
(a) Results of lateral test. (b) Results of oblique test.

the current frame and the next frame. The advantages of FDEI
lie in emphasizing the difference between consecutive frames
and maximally maintaining the primary shape information.

GEI is defined as follows [29]:

G(x, y) =
1
N

N∑

t=1

B(x, y, t) (7)

where N is the number of frames per cycle, t is the sequence
number of the frame in the cycle (moment of time), and x and y
are values in 2-D image coordinate. B(x, y, t) is the silhouette
image at time t. A GEI is shown in Fig. 8(c).

The FDEI of B(x, y, t) can be represented as follows:

F (x, y, t) = B(x, y, t) − B (x, y, (t − 1)) + G (x, y) . (8)

If t = 1, B (x, y, (t − 1)) is the last frame of the cycle. An
example of the reprocessed image is displayed in Fig. 8. An
FDEI is presented in Fig. 8(d).

Fig. 8. (a) Noisy silhouette at t. (b) Silhouette at (t − 1). (c) GEI. (e) FDEI
of (a).

The CMS curves of the two experiments on the CASIA gait
database A using the FDEI to extract the frieze feature are
shown in Fig. 9. The performances of Fig. 9 are much better
than that of Fig. 7. The frieze features extracted from FDEI
improve the recognition rate significantly. For the lateral test
[see Fig. 9(a)], FHMM gives the best performance. PHMM is
the same with HMM(f) at the beginning, but it climbs slowly to
rank 3. HMM(w) does not perform as well. HMM(c) is better
than HMM(w). For the oblique test [see Fig. 9(b)], the perfor-
mances of PHMM and FHMM are good. It is difficult to dis-
tinguish which one is better because they intersect. HMM(w)
does not perform as well as HMM(f); however, it rapidly in-
creases and is the first to achieve 100%. HMM(c) performs bet-
ter than HMM(w), but worse than HMM(f). HMM(c) is more
susceptible to the quality of the single feature than PHMM and
FHMM.

From the two tests earlier on the CASIA gait database A,
FDEI is verified to be an effective representation for the incom-
plete gait image. It should be noted that the advantages of the
two fusion methods also rely on suitable feature selection.

B. McNemar’s Test

The CMS curves given earlier show the cumulative results
for ranks 1 and higher. However, the curves of the five methods
always intersect and no single algorithm performs absolutely
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Fig. 9. CMS curves of two experiments on the CASIA gait database A using
FDEI. (a) Results of lateral test. (b) Results of oblique test.

TABLE I
RESULTS OF MCNEMAR’S TEST

better than others by comparing the CMS curves in different
experiments. In order to comprehensively evaluate the algo-
rithms better, we introduce the McNemar’s test.

McNemar’s test is a paired success/failure trial using the bi-
nomial model [30]. It is a first-order check on the statistical sig-
nificance of an observed difference in recognition performance.
Table I shows the results when two algorithms are compared.

TABLE II
PERFORMANCE COMPARISON OF HMM, PHMM, AND FHMM ON THE CMU

MOBO GAIT DATABASE (ONE CYCLE TRAINING)

TABLE III
PERFORMANCE COMPARISON OF HMM, PHMM, AND FHMM ON THE CMU

MOBO GAIT DATABASE (THREE CYCLES TRAINING)

McNemar’s test is defined as

χ2 =
(Nsf − Nf s)

2

(Nsf + Nf s)
. (9)

When Nsf + Nf s < 40, correction for continuity is needed.
Therefore, the McNemar’s test is corrected as

χ2 =
(|Nsf − Nf s | − 1)2

(Nsf + Nf s)
. (10)

If the number of tests is greater than about 30, then the central
limit theorem applies. In such a case, the Z score (standard
score) is obtained from (10) as

Z =
(|Nsf − Nf s | − 1)√

Nsf + Nf s

. (11)

If Algorithms A and B give very similar results, then Z will
tend to zero. As their difference increases, Z will increase.
Confidence limits can be obtained from the Z-value. More detail
about McNemar’s test can be found in [27].

1) CMU MoBo Gait Database: The previous experiments a)
and b) of the CMU MoBo database are carried out. Tables II and
III show the performance comparison results of HMM, PHMM,
and FHMM. Table II gives the results of using one gait cycle
for training and testing. Fifteen experiments are conducted for
each person. Table III shows the results of using three cycles for
training and testing. One hundred and twenty six experiments
are done per person. After the numbers of Nss , Nsf , Nf s , and
Nf f are obtained, the Z-value is calculated as (11). We then
look up the associate confidence limits in the standard normal
school table.

Table II presents the results of using one fast/slow walk gait
cycle for training and one slow/fast walk gait cycle for testing. It
shows that FHMM is superior to HMM(f), HMM(w), HMM(c),
and PHMM with confidence values of 97.72%, 98.46%, 78.67%,
and 85.54%, respectively. The results indicate that fusing two
features using factorial HMM not only produces better recog-
nition performance than employing one feature only, but also
produces better performances than the feature concatenation and
parallel HMM fusion methods.
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TABLE IV
PERFORMANCE COMPARISON OF HMM, PHMM, AND FHMM ON THE CASIA

GAIT DATABASE A (TWO CYCLES TRAINING)

Another conclusion from Table II is that, according to the con-
fidence value 51.20% of HMM(f) versus HMM(w), the frieze
and wavelet features have similar discriminate abilities when
one-cycle gait sequences are used for training and testing.

Table III shows the results of using three gait cycles for train-
ing and testing. One hundred and twenty six experiments are
conducted per person. When more gait cycles are employed, the
FHMM is absolutely better than the HMM(f) and HMM(w).
FHMM is about 81.06% confidence superior to HMM(c). The
feature concatenation method HMM(c) gives better perfor-
mance than using the single feature, but is inferior to the PHMM
and FHMM methods. Unlike the one-cycle experiments, FHMM
ties with PHMM and HMM(f) showing about 69.85% confi-
dence superior to HMM(w).

2) CASIA Gait Database A: The lateral and oblique tests
are performed. Two cycles are used for training. Sixteen ex-
periments are done per person. The results are illustrated in
Table IV.

As revealed in Table IV, HMM(f) is 100% confidence su-
perior to HMM(w), which mainly attributes to incomplete gait
image. FHMM is about 98.81% confidence superior to HMM(f)
and 100% confidence superior to HMM(w), which shows the
advantage of fusing multiple features using factorial HMM.
FHMM is 75.80% confidence superior to PHMM and 58.71%
confidence superior to HMM(c). It can also be concluded that
HMM(c) is somewhat better than PHMM and PHMM is better
than HMM(f) and HMM(w). For space limitation, the results
of PHMM versus HMM(c), HMM(f), and HMM(w) are not
presented.

V. DISCUSSION AND CONCLUSION

The main contribution of this paper is that we employ the
FHMM as feature-level fusion scheme to fuse different gait fea-
tures. The PHMM decision-level fusion scheme is compared
with FHMM. Experimental results show that the FHMM tends
to perform better than PHMM when only a few gait cycles
are available for recognition. FHMM tends to be easily imple-
mented, while PHMM needs to obtain the results of the features
separately and fuse them using certain rules. Besides PHMM,
experiments with feature concatenation are included. The con-
catenated feature combined with the frieze and wavelet fea-
tures is better than the single one, but inferior to the FHMM
and PHMM. From the CMS curves, it can be concluded that
the concatenated feature is more susceptible to varied shapes.
Moreover, the concatenated feature may lead to the problem
of dimensionality, the small sample size problem, and it may
contain noisy or redundant data.

Another contribution of this paper lies in performance eval-
uation. The CMS curves usually show the results of the algo-
rithms. However, the curves of different algorithms sometimes
intersect and it is difficult to strictly decide which algorithm
is better. Moreover, a single curve can only show the results
of one experiment. In this study, we introduce McNemar’s test
to evaluate the methods statistically. It provides the statistical
confidence limits for the comparison of two algorithms.

Besides these two contributions, FDEI is proposed to deal
with incomplete human images. FDEI contains both the main
shape of the person and the changes of the current frame. It
complements the spatial information and preserves the temporal
motion. The experimental results on the CASIA gait database
A demonstrate FDEI is a good gait pattern representation.
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