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Abstract Fingerprint segmentation is one of the most
important preprocessing steps in an automatic fingerprint
identification system (AFIS). Accurate segmentation of a
fingerprint will greatly reduce the computation time of the
following processing steps, and the most importantly,
exclude many spurious minutiae located at the boundary
of foreground. In this paper, a new fingerprint segmenta-
tion algorithm is presented. First, two new features, block
entropy and block gradient entropy, are proposed. Then,
an AdaBoost classifier is designed to discriminate
between foreground and background blocks based on
these two features and five other commonly used features.
The classification error rate (Err) and McNemar’s test are
used to evaluate the performance of our method.
Experimental results on FVC2000, FVC2002 and
FVC2004 show that our method outperforms other
methods proposed in the literature both in accuracy and
stability.

Keywords fingerprint segmentation, entropy, gradient
entropy, AdaBoost classifier, McNemar’s test

1 Introduction

Fingerprint recognition techniques are widely applied in
personal identification systems because fingerprint images
are unique to individuals, invariant to age, and convenient
in practice. Fingerprint segmentation is one of the most
important steps in an automatic fingerprint recognition
system (AFIS). The foreground areas of the fingerprint are

regions of interests with clear texture patterns in which
ridges and valleys appear alternately, while the back-
ground areas are not regions of interests. The task of
fingerprint segmentation is to exactly distinguish between
the foreground from the background. An accurate
segmentation algorithm is helpful in the following
processing steps mainly in two aspects: 1) speeding up
computation; and 2) reducing spurious minutiae close to
the boundary of foreground.
With the development of hardware techniques, many

types of fingerprint sensors have become available in the
market. Unfortunately, the variety of hardware types
demands higher robustness to noise and adaptability of the
AFIS. Fig. 1 shows some sample images from the first
international fingerprint verification competition
(FVC2000, the sensors used in DB1, DB2, DB3, and
DB4 are low-cost optical sensor, low-cost capacitive
sensor, optical sensor, and synthetic generator, respec-
tively) [1]. The four sample images are collected by
different sensors (In Fig. 1, DB4 is collected by a synthetic
fingerprint generator). It can be seen that fingerprints
collected by different sensors display different back-
ground noise. The different noise produced by different
kinds of sensor increases the complexity and difficulty of a
fingerprint segmentation algorithm. To develop a finger-
print segmentation method for each new sensor is
impractical and also unnecessary.
Fingerprint segmentation is a binary classification task,

foreground and background, and usually consists of three
steps: 1) foreground feature extraction; 2) classifier
design; and 3) post processing. Many types of noise are
produced during image acquisition, and are different for
different kinds of sensors. The features extracted from
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fingerprint images should have the ability to capture the
intrinsic properties of the foreground, and a classifier
decides which of the pixels of the fingerprint image
belong to the foreground or background. Finally, a post
processing step is needed to obtain a smooth contour.
Some fingerprint segmentation algorithms have been

proposed previously. Hong et al. [2] proposed to use
smoothed ridge frequency for segmentation; when too
little information is used, this method is vulnerable to
noise. Bazen and Gerez [3] proposed to extract three
features: the coherence, mean, and variance of each pixel,
and used a linear classifier to determine foreground or
background classification. Their method was only tested
on the FVC2000 database 1 and 2. Chen et al. [4]
proposed to use a feature called block cluster degree
(CluD) for fingerprint segmentation alongside a linear
classifier. Their algorithm was tested on FVC2002 but
only the classification error rate was used for performance
evaluation. Zhan et al. [5] proposed a method using Monte
Carlo Markov Chains for fingerprint segmentation.
However, the existing segmentation algorithms lack
adaptability to background noise. There are two main
reasons: 1) the features used for segmentation are not
representative or sufficient; 2) the classifiers used for
feature fusion find it difficult to correctly classify pixels
which are close to the region boundaries of background
and foreground.
In this paper, a novel fingerprint segmentation algo-

rithm is presented introducing two entropy based new
features and an AdaBoost classifier. Moreover, McNe-
mar’s test is first applied for performance evaluation,
together with the rate of classification error (Err).
Experimental results on FVC2000, FVC2002, and
FVC2004 show that our algorithm has lower Err, higher
stability, and higher adaptability.
Section 2 presents the features used in our method,

including two new features. Section 3 introduces the
AdaBoost classifier for fingerprint segmentation. Section
4 describes our post processing procedures. Section 5

shows our experimental results, and conclusions are made
in Section 6.

2 Features extraction

Feature extraction is the first step for segmentation.
Although many features for representing the foreground
of a fingerprint image have been proposed, reliable feature
extraction is still a critical aspect affecting the segmenta-
tion result.
Given a fingerprint image, it can be divided into ω � ω

sized non-overlapping blocks (e.g. ω = 12). We denote the
ω�ω block centered at site s as bs. Pixels within the same
block are treated equally, and feature extraction procedure
is performed block by block. A feature vector,

υs ¼ fυ1s ,υ2s ,:::,υds g, corresponding to block bs is obtained
in the feature extraction procedure, where d is the
dimension of the feature vector. In this study, seven
features are extracted, two of them are proposed initially.
For the ease of description, we suppose that the

processed images in our algorithm are grayscale images
with 256 gray levels. Naturally, this procedure can be
extended to higher levels of gray scale fingerprint
images.

2.1 Entropy based feature extraction

In this paper, two entropy based features, block entropy
(local entropy), and block gradient entropy, are presented.
Entropy feature: For a given block, bs, of size ω � ω,

its entropy is defined as

Hs ¼ –
X255
k¼0

pk log pk , (1)

where pk is defined as

pk ¼
nk

ω� ω
, (2)

and nk is the number of all pixels whose gray value equals
to k. So pk indicates the probability that the gray level k
appears in bs.
The entropy is a measure of the average information of

an image. Entropy has many applications in image coding
[6], medical image processing [7], and image reconstruc-
tion [8].
It is reasonable that the background regions of a

fingerprint have lower entropy, and the foreground regions
with clear ridges and valleys have higher entropy. Fig. 2(a)

Fig. 1 Sample images of FVC2000 database
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shows an original image and Fig. 2(b) shows the
corresponding entropy image, where the light blocks
indicate high entropy values.
Gradient-entropy feature: In the fingerprint image,

the edges of ridges (or valleys) contain much more
important information in the foreground regions. Given a
fingerprint image, I(x, y), its gradient image, g(x, y), can be
obtained by filtering using gradient operators

gxðx,yÞ ¼ Iðx,yÞ � hx, (3)

gyðx,yÞ ¼ Iðx,yÞ � hy, (4)

gðx,yÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
g2x þ g2y

q
, (5)

where ∗ represents a convolution operation, and hx, hy are
gradient operators (e.g. sobel operator) along x and y axes,
respectively. By these operations, we can focus on the
gradient image.
For a given block, bs, of size ω � ω in the gradient

image, g(x, y), the block gradient entropy, Hg
s , is defined

as

Hg
s ¼ –

X255
k¼0

pgk   log  p
g
k , (6)

where pgk is defined as

pgk ¼
ngk

ω� ω
, (7)

and ngk is the number of pixels in the block, bs, whose gray

value is equal to k.
Figure 2 shows the gradient image of a fingerprint

image and its gradient entropy. From Fig. 2(c) we can see
that the background regions have a lower gradient value,

and the entropy of gradient image of foreground regions is
much higher than that of the background regions.

The block entropy value,Hs, and the entropy, H
g
s , of the

gradient image of the fingerprint are used as the first two

features, υ1s and υ2s .

2.2 Further feature extraction

To achieve a more accurate segmentation result, two
features are sometimes insufficient. So, five other features
are used.
Coherence: Coherence is a measure of gradient

consistency [3]. The block coherence is defined as

Coh ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðgxx þ gyyÞ2 þ 4g2xy

q
gxx þ gyy

, (8)

where gxx ¼
X

s#g
2
x , gyy ¼

X
s#g

2
y , and gxy ¼

X
s#gxgy,

gx, gy are the gradients value at site s' in a horizontal and

vertical direction, respectively, and s# 2 bs.

The coherence feature Coh is assigned to υ3s as one
component of the feature vector υs.
Mean and Variance: The mean and variance of block

bs is defined as

Mean ¼ 1

ω� ω

X
s#2bs

Is# , (9)

Var ¼
X
s#2bs

ðIs# –MeanÞ2: (10)

Mean and variance values are assigned to υ4s and υ5s ,
respectively, as two components of the feature vector, υs.
Gabor features:Gabor features were proposed in [9] as

measures of fingerprint quality. The Gabor features of bs
are obtained as follows: hθ is a Gabor filter of size ω � ω
with angle θ, and deviations δx, δy along the x and y axis,
respectively.

g� ¼
X
s#2bs

bs$h�, (11)

where � 2 0,
p
m
,
2p
m

,:::,
m – 1ð Þp
m

� �
, and m is a predeter-

mined scalar. The mean and standard deviation value of gθ
are obtained by

Mg ¼
1

m

X
�

g�, (12)

Fig. 2 Entropy and Gradient-entropy feature image of finger-
print. (a) Original image; (b) entropy image; (c) gradient-entropy
image
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Dg ¼
1

m – 1

X
�

ðg� –MgÞ2: (13)

For more details we refer the reader to [9]. Mg and Dg are

assigned to υ6s and υ7s of υs, respectively.
A single feature is usually not enough to segment a

fingerprint image accurately, because one feature only
represents one characteristic aspect of a fingerprint image.
The above described 7 features can be divided into two
categories: gray intensity-based features and texture based
features. Block entropy (Hs), mean (Mean), and variance
(Var) belong to the first category and the remaining four
features are texture-based. They are not redundant, but
instead, complementary to each other. A successful
fingerprint segmentation algorithm should consider both
the textual properties and gray intensity properties. We
have experimented on all these features; it is difficult to
obtain satisfying segmentation results with too few
features. A fusion of multiple features into fingerprint
segmentation is a potential solution to improving the
accuracy of segmentation. In the following sections, an
AdaBoost classifier based segmentation method is
adopted to fuse all these features.

3 Classification by AdaBoost classifier

In this paper, we adopt the supervised classifier,
AdaBoost, to segment the fingerprint image. The
AdaBoost method, which was introduced in 1995 by
Freund and Schapire [10], is used to determine each of the
block; + 1 or – 1, respectively represents foreground and
background. AdaBoost is an integrated method for pattern
classification which allows designers to continue adding
weak learners until some acceptable low training error has
been achieved. In AdaBoost, each training pattern
receives a weight that determines its probability of being
selected for a training set as an individual component
classifier. If a training pattern is accurately classified, then
its chance of being used again in a subsequent component
classifier is reduced; conversely, if a training pattern is not
accurately classified, then its chance of being used again is
raised. In this way, AdaBoost focuses on difficult patterns
[11]. For more details, please refer to [12].
The training procedures of the AdaBoost algorithm are

given as follows:
1) Initialization: S = {(υ1, c1), (υ2, c2),..., (υn, cn)},

ω1ðiÞ ¼
1

n
, i = 1, 2,..., n, kmax, k = 0;

2) Do k = k + 1;
3) Train weak learner Ck using a resampled set of S

according to ωk(i);
4) Apply Ck on S to get training error ek, and computing

αk ¼
1

2
ln
1 – ek
ek

;

5) Update weight vector

ωkþ1ðiÞ ¼
ωkðiÞ
Zk

�
e – αk ,  if   hkðυiÞ ¼ ci,

eαk ,  if   hkðυiÞ≠ci,

(
(14)

where Zk is a normalizing constant computed to ensure
that ωk(i) represents a true distribution, and hk(υi) is the
category label(+ 1 or – 1) given to pattern υi by
component classifier Ck;
6) If k = kmax, goto next step, otherwise goto step 2;
7) Combine all weak component classifiers

HðυiÞ ¼ Sgn
Xkmax

k¼1

αkhkðυiÞ
 !

, (15)

where Sgn(α) is a sign function: when α> 0, Sgn(α) = 1;
otherwise 0.

4 Post processing

Because the segmentation procedures are performed
block-wise, the boundaries of foreground regions have a
block effect, and some small clusters may be produced. To
get a smooth contour and more compact clusters, some
post processing steps are necessary.
In this paper, the roughly segmented binary image,

which is the output of AdaBoost classifier, is first
processed by a morphology operation: an open opera-
tion is used to remove the small clusters that are
incorrectly assigned to the foreground, and a close
operation is used to remove the small clusters that are
incorrectly assigned to the background. Then the binary
images are processed by contour filtering in a complex
Fourier transform domain [13] as follows. The fore-
ground boundary is represented as a complex point
sequence q ¼ fðx1 þ i$y1Þ, ðx2 þ i$y2Þ,..., ðxl þ i$ylÞg,
where xk ,ykð Þjk ¼ 1,2,:::,lf g, are the coordinates of the

boundary point and i ¼ ffiffiffiffiffiffiffi
– 1

p
. Taking a complex Fourier

transform on the sequence q. The highest five coefficients
are kept and the others are set to zero, then inverse Fourier
transform is taken.
After post processing, a smooth contour can be obtained.
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Fig. 3 shows two examples of the post processing results
on FVC2000 database 3 and FVC2004 database 2.

5 Experimental results

To evaluate the performance of our proposed algorithm,
two performance measurements are used in our experi-
ments. The first is Err [3], and the second is McNemar’s
test [14].

5.1 FVC databases

Our algorithm is tested on all databases of FVC2000 [1],
FVC2002 [15] and FVC2004 [16]. The sensor type and
resolution parameters of each database are shown in
Table 1. The sensor types cover optical sensors, capacitive
sensors, thermal sweeping sensors, and synthetic gen-
erators. For each database, we chose 20 images for
training and testing, which include samples of good,
normal, and bad quality. Five different training-testing
ratios, {10∶10, 8∶12, 6∶14, 4∶16, 2∶18}, of the 20 sample
images are used to investigate the stability of the proposed
segmentation method on different databases. For each
training-testing ratio, the selection process of the training
to testing samples is repeated 10 times to yield 10 different
train-testing partitions. The proposed method is compared
with the methods proposed in [3] and [4] on FVC
databases. These sample images are divided into non-
overlapping blocks of size 12�12. Each block’s category
is determined by manual inspection. Because the image
size for different databases is labeled differently, the
numbers of blocks used for training and testing are
different.

5.2 Comparison of fusion on decision level and feature

level

There are two strategies for performing feature fusion: 1)
feature level; 2) decision level. In our experiments, we
investigate the feature fusion on both levels. Feature level
fusion is performed by an AdaBoost classifier. And the
decision level fusion is performed as follows: first, the
segmentation procedure is performed on each of the
extracted seven features. Then a majority of the features
determine a block to a background (or foreground) region,
the block is marked as a background (or foreground)
region. Fig. 4 shows the segmentation results based on
single feature, decision level fusion, and AdaBoost. We
reach two conclusions from Fig. 4: 1) single feature based
segmentation is not sufficient to obtain satisfying
segmentation results; 2) feature level fusion is superior
to decision level fusion.

5.3 Error rate classification

Each test, that runs the program on a large set of input data
whose correct outputs are known, can field four possible
results. In this paper, the correct outputs of the input data
are marked manually. They are presented as true positive,
true negative, false positive (e1), false negative (e2). So
the total error rate of classification, represented as Err,
includes both false positive (e1) and false negative (e2).
Err is defined as

Err ¼ Nume1 þ Nume2

Numall
, (16)

where Nume1 indicates the total number of background
blocks which are misclassified as foreground blocks,

Fig. 3 Two examples of post processing. (a), (d) before post
processing; (b), (e) the results after morphology operation; (c), (f)
the results of contour smoothing

Table 1 Parameters of the FVC databases [1,15,16]

Sensor type Resolution

FVC2000 DB1 Low-cost optical sensor 500 dpi

DB2 Low-cost capacitive sensor 500 dpi

DB3 Optical sensor 500 dpi

DB4 Synthetic generator &500 dpi

FVC2002 DB1 Optical sensor 500 dpi

DB2 Optical sensor 569 dpi

DB3 Capacitive sensor 500 dpi

DB4 SFinGe v2.51 &500 dpi

FVC2004 DB1 Optical sensor 500 dpi

DB2 Optical sensor 500 dpi

DB3 Thermal sweeping sensor 512 dpi

DB4 SFinGe v3.0 &500 dpi
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Nume2 indicates the total number of foreground blocks
which are misclassified as background blocks, Numall

indicates the total numbers of both foreground and
background blocks.
In this paper, the classification error rate, Err, is the

shown the average and standard deviation of 10
experimental results for each training-testing ratio, on
each database, so that we can investigate the stability of
the proposed method. The Err of the proposed method is
compared with methods proposed in [3] and [4] on FVC
databases. The Classification results are plotted in
Figs. 5–7, which show both average Err and its standard
deviation. The length of vertical solid lines on the Err
curves denote the values of standard deviation of Err at
the corresponding training-testing ratio points (we
conduct 10 experiments at each training-testing ratio
point).
Results on FVC2000: From Fig. 5(a), we see that our

algorithm has lower Err on DB1 and all three algorithms
have high stability which can be explained by the high
image quality of DB1. In Fig. 5(b) we see for DB2, when
the training-testing ratio is higher, our algorithm performs
better than the others, when training-testing ratio is below
4∶16, our algorithm has a higher Err. In Fig. 5(c) for DB3,
our algorithm’s performance curve intersects the Chen
curve but is superior to the Bazen method. In Fig. 5(d) on
DB4, our algorithm performs better with a lower training-

Fig. 4 Segmentation results by (a) entropy feature; (b) gradient-
entropy feature; (c) coherence feature; (d) mean feature; (e)
variance feature; (f) Gabor mean feature; (g) Gabor standard
deviation feature; (h) majority voting; (i) AdaBoost classifier

Fig. 5 Err(s) of FVC2000 for (a) DB1; (b) DB2; (c) DB3; (d) DB4
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Fig. 6 Err(s) of FVC2002 for (a) DB1; (b) DB2; (c) DB3; (d) DB4

Fig. 7 Err(s) of FVC2004 for (a) DB1; (b) DB2; (c) DB3; (d) DB4
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testing ratio than the others, but a higher Err than the Chen
method when the training-testing ratio greater than 6∶14.
Results on FVC2002: From Fig. 6(a) on DB1, we see

that our algorithm has a higher stability than both the Chen
and Bazen methods when changing the training-testing
ratio. In Fig. 6(b) on DB2 we see that the Bazen method
performs better than our algorithm, while the performance
curve of the Chen method intersects with our algorithm.
The stability of our algorithm is better than both Bazen’s
and Chen’s method. In Fig. 6(c) on DB3, we can see that
our algorithm outperforms the Bazen method, and that the
Chen method has very low stability. Fig. 6(d) on DB4, we
see both Bazen and Chen methods outperform our
proposed algorithm. However, our algorithm maintains a
higher stability.
Results on FVC2004: In Fig. 7(a) on DB1, we see that

the stability of both the Bazen and Chen methods decrease
when fewer training samples are used whereas our
algorithm remains stable under different training-testing
ratios. In Fig. 7(b) on DB2, our algorithm outperforms
both the Bazen and Chen method with respect to Err
curves and standard deviations. The same conclusions can
be drawn for DB3 and DB4 from Figs. 7(c) and 7(d)
respectively.
Based on the above analysis, we conclude that our

algorithm is more stable under a variety of training-testing
ratios and sensors. On some databases (such as FVC2000:
DB2, DB4 and FVC2002: DB2, DB4), the Err curves
intersect, so that we cannot judge which method is better
on those particular databases. In this way, we use the
McNemar’s test to comprehensively evaluate the algo-
rithmic performances and determine out whether our
proposed method is better than others.

5.4 McNemar’s test

McNemar’s test is a first-order check on the statistical
significance of an observed difference in recognition
performance. It is a paired success/failure trial using the
binomial. Considering Table 2 as results for two
algorithms, the McNemar’s test is

χ2 ¼ ðjNsf –Nfs

�� – 1Þ2
ðNsf þ NfsÞ

: (17)

If the number of tests is greater than 30 or so, then the
central limit theorem applies. In such a case, the Z score

(standard score) is obtained from Eq. (17) as

Z ¼ jNsf –Nfs

�� – 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Nsf þ Nfs

p : (18)

If algorithm A and algorithm B give very similar results,
then Z! 0. With the difference increasing, Z will
increase. Confidence limits can be obtained from the Z-
value by looking up on standard tables. More information
can be obtained by observation of Nsf and Nfs. If Nsf>Nfs,
then we can say that algorithm A outperforms algorithm B.
In this paper, the proposed method (represented as

algorithm A) is compared with that of [3] and [4]
(represented as algorithm B) by means of McNemar’s
test on FVC databases. For each database, the test results
of the 10 different partitions with training-testing ratios
from 10:10 to 2:18 are summed to obtain the statistical
evaluation for each database. The performance compar-
ison results are shown in Tables 3–5 in which the
meanings of Nss, Nsf, Nfs, and Nff can be found in Table 2.
The Z-values which are marked with asterisks (*) indicate
Nsf>Nfs.
In Tables 3, 4 and 5, the first number in columns 3, 4, 5

and 6 corresponds to row Nss. Nsf denotes the number of
blocks that both methods (A and B) succeed in classifying
(Nss). The second number in the column denotes the
number of blocks that Amethod successfully classifies but
method B fails to classify (Nsf), where A is the proposed
method and B is the compared method.
We make the following observations on our results:
1) Comparison with the method from [3]: From Tables

3–5 we can see that on the test databases, our algorithm is
superior to [3] with higher confidence in all bar FVC2002
DB4. On FVC2002 DB4, the algorithm in [3] is superior
to our algorithm with a 100% confidence limit1). These
results are consistent with Errs.
2) Comparison with the method from [4]: Our algorithm

is absolutely superior to [4] with a confidence of 100%.
From the above comparisons, we can state that, our

algorithm performs well through most of the tested
databases by means of classification error rate and

Table 2 Test results for two algorithms (A and B)

A succeeded A failed

B succeeded Nss Nsf

B failed Nfs Nff

1) The main reason that we get such a high confidence limit is because we have a large number of test samples. Each block is a test sample and each test image
can be partitioned into a lot of such blocks.
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McNemar’s test. While the algorithm proposed in [3]
performs well just on FVC2002 DB4 which is a synthetic
fingerprint database. So, for statistical evaluation, the
proposed method is superior to [3] and [4] on real
fingerprint databases.

6 Conclusions

In this paper, a systematic fingerprint segmentation
algorithm is presented. Firstly, two new entropy based
fingerprint foreground feature representations are
extracted. These features distinguish the foreground and
background blocks by measuring their average informa-
tion. Secondly, an AdaBoost classifier is designed to

decide the type of each block. Our algorithm is tested on
the FVC2000, FVC2002, and FVC2004 databases, and
compared with the methods proposed in [3] and [4]. The
comparison results based on classification error rate and
McNemar’s test show that our proposed algorithm has the
best performance.
Though our algorithm performs well on the FVC

databases, some problems still exist. The definition of
background and foreground regions is ambiguous and
does not have a standard criterion. In our opinion, blocks
that can be repaired by the enhancement procedures
should be treated as foreground blocks, and those that
cannot, as background blocks. In our method, the criteria
of classification are only based on visual inspection,

Table 3 Comparison of proposed algorithm with [3] and [4] on FVC2000 databases

DB1 DB2 DB3 DB4

proposed vs [3] Nss, Nsf 379584, 13493 384279, 19479 906367, 32412 344643, 4179

Nfs, Nff 19904, 24978 23085, 51047 54118, 71506 12147, 17541

Z-value 35.0755 17.4737 73.7864 62.3527

confidence 100% 100% 100% 100%

proposed vs [4] Nss, Nsf 377891, 14020 381987, 24094 905953, 37859 343360, 5018

Nfs, Nff 21590, 24458 25382, 46434 54563, 66069 13426, 16723

Z-value 40.1100 5.7860 54.9423 61.9033

confidence 100% 100% 100% 100%

Table 4 Comparison of proposed algorithm with [3] and [4] on FVC2002 databases

DB1 DB2 DB3 DB4

proposed vs [3] Nss, Nsf 693619, 11229 753707, 15478 400977, 6473 501607, 6964

NfsNff 21762, 13094 16573, 37360 11064, 19189 6144, 23372

Z-value 57.9847 6.1108 34.6605 7.1535*

confidence 100% 100% 100% 100%

proposed vs [4] Nss, Nsf 693162, 11618 751748, 17600 397466, 7650 496397, 7802

Nfs, Nff 22208, 12724 18532, 35232 14591, 18002 11344, 22565

Z-value 57.5744 4.8978 46.5353 25.5610

confidence 100% 100% 100% 100%

Table 5 Comparison of proposed algorithm with [3] and [4] on FVC2004 databases

DB1 DB2 DB3 DB4

proposed vs [3] Nss, Nsf 1446598, 9815 534474, 10088 619718, 11585 488083, 5688

Nfs, Nff 34674, 21220 35531, 28013 39887, 29197 13120, 31234

Z-value 117.8528 119.1183 124.7430 54.1846

confidence 100% 100% 100% 100%

proposed vs [4] Nss, Nsf 1460410, 11390 537737, 10666 609469, 13425 469098, 10840

Nfs, Nff 20889, 19674 32296, 27457 50118, 27353 32081, 26063

Z-value 52.8655 104.3504 145.5585 102.5226

confidence 100% 100% 100% 100%
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which is not objective in all situations. Some blocks
treated as background by our method may still possibly be
repaired by a subsequent enhancement algorithm. In our
future works, we will research how to create more
objective criteria to guide segmentation algorithms.
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