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An Efficient Calibration Method of Line
Structured Light Vision Sensor in Robotic

Eye-in-Hand System
Zhe Wang , Junfeng Fan , Fengshui Jing , Sai Deng , Mingyang Zheng, and Min Tan

Abstract—For line structured light vision sensor in robotic
eye-in-hand system, the calibration of camera parameters,
robot hand eye parameters and structured light plane para-
meters is an indispensable procedure before conducting 3-D
measurement. Traditionally, these three sets of parameters
are calibrated separately, making the calibration process
complicated and inefficient. To address this, an efficient
calibration method is proposed in this paper. By changing
the poses of robot and calibration target, a set of images
of the calibration target is captured, upon which the camera
calibration is conducted. The extrinsic parameters obtained
from camera calibration are utilized in the calibration of the
structured light plane parameters and hand eye parameters,
using the same set of images. Therefore, the three sets of parameters can be simultaneously calibrated with simple
on-site operations. Moreover, the calibration target used in this method is only a planar checkerboard, which can be
easily acquired at low cost. It is verified in the experiment that the proposed method is efficient and accurate, with
the calibration duration within 10 minutes and the measurement accuracy within 0.40mm. Additionally, object pose
measurement experiment is conducted to validate the effectiveness of the proposed method in practical application.

Index Terms— Robotic hand eye system, sensor calibration, simultaneous calibration, structured light vision.

I. INTRODUCTION

NOWADAYS, 3-D perception system has become a crucial
component in intelligent manufacturing. Since line struc-

tured light vision sensor possesses desirable characteristics
of high precision and anti-interference capability, it has been
selected as the automatic 3-D perception system in vari-
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ous industrial applications, including robotic bin-picking [1],
on-machine inspection [2], robotic welding [3], [4], robotic
grinding [5], etc. In these applications, the sensor is typically
integrated with a robot to form a robotic hand eye system.
However, the measurement range of the line structured light
vision sensor is limited due to its field of view. In order to
scan and measure the target in a larger work space, the line
structured light vision sensor is generally installed on the end
of a robotic manipulator and thus an eye-in-hand measurement
system is established.

For the 3-D measurement using vision sensors, sensor
calibration is an indispensable procedure [6]. Specifically,
for line structured light vision sensor in robotic eye-in-hand
system, there are three groups of parameters that need to be
calibrated, which are camera parameters, hand eye parameters,
and structured light plane (laser plane) parameters.

Camera parameters calibration has been extensively stud-
ied over the years [7]–[10]. These methods determine the
intrinsic parameters as well as the extrinsic parameters of the
camera using geometric constraints, and establish the map-
ping between 2-D image coordinate system and 3-D camera
coordinate system or world coordinate system. Among them,
the calibration method given by Zhang [9] using a planar
checkerboard as calibration target is widely applied due to
its flexibility and accuracy. This method only requires the
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camera to capture the images of a planar target at different
unknown poses. The analytical solution of the parameters can
be obtained using the correspondence between the image and
the target, and optimization method is adopted to refine the
solution.

In order to determine the accurate relation between robot
end coordinate and the camera coordinate, hand eye para-
meters calibration methods have been explored for deca-
des [11]–[17]. Typically, these methods formulate the robotic
hand eye calibration problem into solving AX = X B , where
A and B represents the measured robot end movement and
sensor movement, while X indicates the relative transforma-
tion between the robot and the sensor. By applying analytical
or optimization methods, an estimation of unknown X can
be derived. These methods provide a general way for both
eye-in-hand and eye-to-hand calibration. In industrial appli-
cations, an alternative hand eye calibration method is contact
calibration method [18]. In this method, the end effector of
the robot needs to be precisely positioned at specific points
on the calibration target that is previously measured by the
sensor. By the registration of 3-D points given by the robot
and the sensor, the hand eye relation can be determined. This
method simplifies AX = X B into a registration problem of 2
sets of 3-D points with known correspondence. However, this
method only provides the transformation between the sensor
and end effector instead of the robot end joint, and the end
effector with a pointed end (e.g. a welding torch) is required
for the contact calibration.

For structured light plane parameters calibration, there are a
large number of researches conducted based on various kinds
of calibration targets, including 3-D calibration block [19], ball
target [20], multi-sphere board [21], planar line target [22] and
concentric circle target [23]. In these methods, the equation
of the structured light plane can be calculated based on the
correspondence between the calibration target and structured
light images. With the structured light plane equation, 3-D
coordinate can be perceived by the sensor based on trian-
gulation. However, in these methods, the specific calibration
targets with high precision, especially 3-D targets, are difficult
to acquire.

Traditionally, these three calibration procedures are con-
ducted separately [24], [25], making the calibration process
of the whole system time-consuming. To address this, some
simultaneous calibration methods are proposed.

Fan et al. [26] proposed a simple calibration technique
based on the calibration method of Zhang [9] using a planar
checkerboard as calibration target. This technique achieves
simultaneous calibration of camera parameters and structured
light plane parameters without specially designed calibration
target. However, the hand eye calibration still needs to be
implemented individually in this method. Santolaria et al. [27]
proposed a one-step method for the simultaneous intrinsic and
extrinsic calibration of laser line scanner mounted on 3-DOF
coordinate measuring machines (CMM). However, this method
adopts a complex gauge object which is costly and inefficient
to produce for the calibration. In addition, this method also
utilizes the above mentioned contact calibration method for
hand eye calibration. To accomplish this process, the sensor is

Fig. 1. The line structured light vision sensor in robotic eye-in-hand
system.

replaced by a pointed end effector. Therefore, the calibration
precision could be influenced by the machining error of the end
effector as well as the installation error of the sensor after the
calibration. Xie et al. [28] proposed a simultaneous intrinsic
and extrinsic calibration method for structured light sensors on
3-DOF CMM. Because CMM only moves in three orthogonal
directions with no rotation, the pose of the sensor is fixed in
the base coordinate of CMM. Thus, the robot end coordinate is
not established and the calibration method cannot be applied to
the sensor mounted on 6-DOF robot with pose transformation.

Therefore, an efficient calibration method that is able to
simultaneously conduct the three calibration procedures for
structured light based eye-in-hand measurement system is yet
to be fully accomplished.

In this study, we propose a highly efficient calibration
method of line structured light vision sensor in robotic eye-
in-hand system. This method is capable of calibrating the
camera parameters, hand eye parameters, and structured light
plane (laser plane) parameters simultaneously with simpli-
fied procedures. The calibration target of this method is a
commonly used planar checkerboard, which can be readily
acquired at low cost.

The remainder of this paper is organized as follows:
Section II provides the description of the line structured light
vision sensor in the robotic eye-in-hand system. Section III
introduces the calibration framework and methods, including
the definition of coordinate system, the parameters computa-
tion and the calibration pipeline. The experiments and results
are presented in Section IV. The conclusion of this paper is
drawn in Section V.

II. SYSTEM DESCRIPTION

Generally, the line structured light vision sensor in a robotic
eye-in-hand system is setup as illustrated in Fig. 1. The line
structured light vision sensor consists of a line laser projector
and a monocular industrial camera, both fixed on a supporting
structure. The vision sensor is mounted on the end of a robotic
manipulator. Carried by the robotic manipulator, the structured
light vision sensor is capable of conducting measurement in a
larger range.

In our structured light vision system, an optical filter and
an optical dimmer are installed in front of the camera lens to
filter out the light noises in the on-site measurement. The filter
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Fig. 2. The coordinate system definition.

and the dimmer are both devised as drawer-type. During the
calibration process, the filter and the dimmer can be easily
withdrew from the vision sensor to obtain a clear view of the
calibration target.

The calibration target adopted in our experiment is a com-
mon planar checkerboard. Actually, for the proposed calibra-
tion method, other planar calibration targets (e.g. dotted planar
target) used in camera calibration can also be adopted. During
the calibration process, the calibration target is placed within
the field of view of the camera on a platform and the laser
stripe pattern is projected onto the calibration target.

III. CALIBRATION FRAMEWORK AND METHODS

A. Coordinate System
In this paper, the coordinate system consists of robot base

coordinate system {B}, robot end coordinate system {E}, cam-
era coordinate system {C}, and target coordinate system {T},
as shown in Fig. 2.

M1
2 in special Euclidean group SE(3) is defined as the

homogeneous transformation matrix of coordinate system 2 in
coordinate system 1, with the form of

M1
2 =

(
R1

2 t1
2

0 1

)
, (1)

where R1
2 is a rotation matrix in special orthogonal group

SO(3), and t1
2 is a translation vector in R3.

The main purpose of the line structured light vision sensor in
robotic eye-in-hand system is to conduct the 3-D measurement
of the target in a fixed coordinate system. For the convenience
of robotic manipulation guided by the measured information,
the measurement result in the robot base coordinate sys-
tem is required to be provided by the measurement system.
Therefore, the measurement result MB

T from {B} to {T} is
calculated as follows:

MB
T = MB

E ME
C MC

T , (2)

where MB
E is the transformation from robot base to robot

end coordinate system which can be acquired from the for-
ward kinematics of the robotic manipulator and is normally
provided by the robot interface. ME

C is the transformation

from robot end to camera coordinate system, which needs
to be calibrated by hand eye calibration. MC

T is the trans-
formation from camera to target coordinate system, which
can be calculated by image processing along with the cali-
brated camera calibration parameters and structured light plane
parameters.

In the calibration process, the target coordinate system {T}
is set at the corner of the checkerboard calibration target, and
moves together with the calibration target. In the proposed cal-
ibration method, the camera parameters are firstly calibrated.
The structured light plane parameters and hand eye parameters
are derived using the camera calibration results.

B. Camera Parameters
Intrinsic matrix of camera can be formulated as follows:⎛

⎝u
v
1

⎞
⎠ = 1

zc

⎛
⎝kx s u0

0 ky v0
0 0 1

⎞
⎠

⎛
⎝xc

yc

1

⎞
⎠ , (3)

where (u,v) denotes the 2-D point in image coordinate with
the principle point of (u0,v0), s is the skew of two axes of
image coordinate, kx and ky are the scale factors of the two
axes, and (xc,yc,zc) is the 3-D point in camera coordinate
system.

Extrinsic matrix of camera can be formulated as follows:⎛
⎜⎜⎝

xc

yc

zc

1

⎞
⎟⎟⎠ = MT

C

⎛
⎜⎜⎝

xt

yt

zt

1

⎞
⎟⎟⎠ , (4)

where

MT
C =

(
RT

C tT
C

0 1

)
=

⎛
⎜⎜⎝

nx ox ax px

ny oy ay py

nz oz az pz

0 0 0 1

⎞
⎟⎟⎠ . (5)

By applying method in [9], or other camera calibration
methods as well, the intrinsic matrix of the camera and the
extrinsic matrices MT

C of camera corresponding to different
poses of calibration target can be determined. With the intrin-
sic parameters in (3), point (xc,yc,zc) in camera coordinate
system can be calculated using coordinate (u,v) in image
coordinate system.

yc = zc

ky
(v − v0). (6)

xc = zc

kx
(u − u0 − s

ky
(v − v0)). (7)

The value of zc can be obtained using point (xt , yt , zt ) and
extrinsic parameters. According to the coordinate definition
of the calibration target Fig. 2, noticing the target is a planar
checkerboard, the value of zt of a point on the calibration
target is 0. Thus we obtain

(
RT

C tT
C

0 1

)−1

⎛
⎜⎜⎝

xc

yc

zc

1

⎞
⎟⎟⎠ =

⎛
⎜⎜⎝

xt

yt

0
1

⎞
⎟⎟⎠ , (8)
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which can be rewrite as follows:⎛
⎜⎜⎝

nx ny nz −pxnx − pyny − pznz

ox oy oz −pxox − pyoy − pzoz

ax ay az −pxax − pyay − pzaz

0 0 0 1

⎞
⎟⎟⎠
⎛
⎜⎜⎝

xc

yc

zc

1

⎞
⎟⎟⎠=

⎛
⎜⎜⎝

xt

yt

0
1

⎞
⎟⎟⎠. (9)

Thus, combining (6), (7) and (9), for all the points on the
calibration target, we obtain

zc = pxax + pyay + pzaz
ax
kx

(u − u0) + 1
ky

(ay − ax
kx

s)(v − v0) + az
. (10)

C. Structured Light Plane Calibration
In camera coordinate system, all the points on the line laser

stripe pattern are on the structured light plane, which is a
spatial plane formulated as follows:

zc = l1xc + l2 yc + l3, (11)

where l1, l2 and l3 are the spatial plane parameters.
In the calibration process, the laser stripe is projected on

the calibration target. Therefore, for all the points on the laser
stripe pattern, the equation (6), (7) and (10) holds. In image
coordinate system, the position values of points (u,v) on the
laser stripe can be extracted using image processing methods
such as gradient calculation [29] or gray centroid method [3].

With sufficient amount of laser stripe points (xc, yc, zc)
computed using the equation (6), (7) and (10) along with
corresponding (u,v) values, the value of l1, l2 and l3 in (11)
can be obtained by solving the linear equation:

Ax = b, (12)

where

A =

⎛
⎜⎜⎜⎜⎜⎜⎝

xc1 yc1 1
...

...
...

xci yci 1
...

...
...

xcn ycn 1

⎞
⎟⎟⎟⎟⎟⎟⎠

, x =
⎛
⎝l1

l2
l3

⎞
⎠ , b =

⎛
⎜⎜⎜⎜⎜⎜⎝

zc1
...

zci
...

zcn

⎞
⎟⎟⎟⎟⎟⎟⎠

. (13)

If n > 3 and rank(A, b) = 3, a least square solution can
be given as:

x = (AT A)−1 AT b. (14)

Thus the structured light plane parameters in camera coor-
dinate can be determined by more than 3 non-collinear laser
stripe points. Accordingly, the laser stripe points adopted to
calculate the plane parameters need to be collected from laser
stripe images with different calibration target pose.

During the on-site measurement of structured light sensor,
the extrinsic parameters are unknown. Therefore, the laser
stripe point (xc,yc,zc) in camera coordinate system needs to
be solved using equation (6), (7) and (11). The formulation of

zc becomes:

zc = l3kxky

kxky + l1ky(u0 − u) + (l2kx − l1s)(v0 − v)
. (15)

Thus, the 3-D coordinates of the laser stripe pattern points
on the target in camera coordinate can be computed using the
known camera intrinsic parameters and structured light plane
parameters.

D. Eye in Hand Calibration
During hand eye calibration, the orientation and position of

the calibration target is fixed on the operation platform. Thus
the target coordinate system is unchanged in the robot base
coordinate system. If the pose and position of the target is
measured by two different camera views i and j controlled
by the robotic manipulator, we obtain:

MB
T = MB

E i ME
C MC

T i = MB
E j ME

C MC
T j . (16)

For k pairs of camera views, the following equation holds:

( MB −1
E j MB

E i )k
ME

C = ME
C ( MC

T j MC
T i

−1)
k
. (17)

Since MB
E can be acquired from the robotic manipulator

interface and the MC
T is the inverse of the extrinsic matrix of

camera to each calibration target, the hand eye matrix ME
C can

be obtained by solving AX = X B , where A and B are both
known in the aforementioned calibration process.

By applying method proposed by Tsai and Lenz [13],
or other methods of solving hand eye relation equation as well,
hand eye matrix ME

C can be calculated. It is worth noticing that
at least 3 different camera views need to be required to form
2 corresponding pairs of camera views for a stable solution.

E. Calibration Process
The whole calibration process can be divided into on-site

operation and calculation process.
In the first step of on-site operation, the robotic manipulator

is firstly fixed at a referenced pose (pose I). As illustrated in
the pose I of Fig. 3, the camera is right above the calibration
target on the operation platform. With the camera fixed in this
pose, the pose of the calibration target is manually changed
several times within the field of view of the camera, and a
target picture is captured for each target pose. These pictures
are used to calibrate the camera parameters, so the laser
projector is turned off during this process. For the robustness
of calibration, at least 4 pictures of different target poses need
to be captured for calibration.

In the second step of on-site operation, the calibration target
is fixed on the platform at certain pose. Then, the manipulator,
along with the camera, is moved to 6 distinct poses, keeping
the calibration target in the field of view. In order to reduce
the error, the poses are set as shown in Fig. 3, as suggested
by [13]. In each pose, two pictures are captured. The first
picture is a clear view of the target and the second view is the
image of the target with structured light (laser stripe pattern)
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Fig. 3. The camera poses in on-site calibration.

Fig. 4. The formulation of 10 pose pairs.

projected on it. So the laser projector is switched on and off
during the process. The clear view pictures of the target are
used in camera calibration combining with the pictures cap-
tured in the first step. With the calibrated extrinsic parameters,
these pictures also provide MC

T in the hand eye calibration.
The structured light pictures, along with corresponding MC

T ,
are used for structured light plane calculation.

During the calculation process, the calibration target pic-
tures from the previous two steps with no structured light on
it are used to calibrate the intrinsic parameters of the camera
as well as the extrinsic parameters to each relative pose. Next,
combining the 6 pictures with structured light pattern captured
in the second step and the corresponding 6 relative poses from
the calibrated extrinsic parameters, the structured light plane
can be fitted. Finally, the 6 camera poses MC

T from extrinsic
parameters, combined with 6 robot end pose MB

E given by the
manipulator, can be formulated to 10 pairs of pose relations in
the calculation of AX = X B , with the pose disparity relatively
large within each pair, as shown in Fig. 4.

The flowchart of the calibration process is illustrated in
Fig. 5. In this calibration process, the on-site operation is
relatively simple and efficient. In total, merely 6 robot poses

and 16 pictures are enough for the calibration of all the three
sets of parameters using only a planar checkerboard as target.

IV. EXPERIMENTS

A. Experiment Configuration
The experiment configuration is presented in Fig. 6.
In the experiment, a UR5 cooperative robot is used as

the robotic manipulator. The industrial camera on the line
structured light vision sensor is MER-134-93U3M CMOS
camera from DAHENG IMAGING, the resolution of which
is 1280 × 1024. The lens on the camera is M1214-MP2 from
Computar. The laser projector is 635nm wavelength line
projector from Anford. The calibration target is a planar
checkerboard with 9 rows and 12 columns of grids with the
side length of 10mm.

B. Calibration Results
To verify the effectiveness of the proposed method, a cal-

ibration experiment has been conducted. In this experiment,
the manipulator was moved to 6 different poses and a total
of 16 pictures were taken, as mentioned in the calibration
process. The whole on-site calibration and data collection
procedures were finished within 10 minutes by one person,
and the duration could be further reduced if the operator is
proficient.

During the calculation, firstly, the camera intrinsic and
extrinsic parameters were calculated with 10 pictures of tar-
get without structured light pattern. The intrinsic parameters
were: ⎛

⎝2545.694 0.005 637.162
0 2545.396 509.826
0 0 1

⎞
⎠ , (18)

where the parameters corresponded to those in the intrinsic
matrix of (3).

Then, using the calibrated camera parameters and the
6 structured light pattern images, the structured light plane
was obtained as follows:

zc = 0.020xc + 5.269yc + 167.335. (19)

Finally, using the 6 poses of robot end MB
E and the corre-

sponding 6 sets of camera extrinsic parameters MC
T , the hand

eye matrix ME
C was given as:

ME
C =

⎛
⎜⎜⎝

−0.7009 −0.7132 0.0132 141.8965
0.7130 −0.7010 −0.0149 75.8074
0.0199 −0.0011 0.9998 51.6516

0 0 0 1

⎞
⎟⎟⎠,(20)

where the translation tE
C was measured in millimeters.

C. Calibration Accuracy Verification
In order to verify the accuracy of the proposed method,

an accuracy verification experiment was conducted. In this
experiment, a checkerboard target was fixed on the platform
and the relation between the target and robot base was fixed.
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Fig. 5. The flow chart of the calibration process.

Fig. 6. The experiment configuration.

Fig. 7. The experiment pictures (with calibration target pose fixed).

TABLE I
THE ROBOT END POSE IN THE VERIFICATION EXPERIMENT

Adjusting the pose of the manipulator, the line laser stripe
pattern was projected onto the side of the grids on the
checkerboard. The pose was adjusted 4 times and interval
between each structured light pattern is 20mm, as shown in
Fig. 7. And the corresponding robot end pose is demonstrated
in Table I, where the rotation is presented using equivalent
angle-axis representation.

Fig. 8. The measured 3-D points.

TABLE II
THE MEASUREMENT ERROR IN THE VERIFICATION EXPERIMENT

The intersection points of grid corners and line structured
light patterns were extracted to compute the measured interval
distance in robot base coordinate system, using the calibration
parameters. In total, 44 intersection points were measured. The
measured 3-D intersection points corresponding to 4 poses are
illustrated in Fig. 8. The average measurement error of the
interval between neighboring poses and its standard deviation
value is presented in Table II. The errors of each measured
interval distance are presented in Fig. 9.

Furthermore, the plane equation of the measured 3-D inter-
section points in robot base coordinate is fitted using least
square fitting.

zb = −0.016xb + 0.000yb + 244.851 (21)

Then, the errors measured by Euclidean distances from the
measured 3-D points to the plane are calculated. The average
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Fig. 9. The measured interval distance.

Fig. 10. Pose measurement experiment setup.

error is 0.210mm with standard deviation value of 0.190mm,
as presented in Table II.

As verified in this experiment, the measurement error of
proposed calibration method was within 0.40mm, demonstrat-
ing desirable accuracy. It is worth noticing that the positional
repeatability of the manipulator in this experiment is 0.1mm,
so the result might be further promoted when the sensor is
integrated with an industrial robot with higher precision.

D. Pose Measurement Experiment
In order to evaluate the practical performance of the eye-

in-hand measurement system after calibration, an object pose
measurement experiment has been conducted. As shown in
Fig. 10, a prism target for total station was adopted as the
target to be measured.

In the pose measurement experiment, the target was placed
on a rotary platform and was scanned by the line structured
light sensor on the manipulator. With the calibration parame-
ters and robot end poses, the 3-D coordinates of the laser stripe
on every frame of the structured light image were obtained,

Fig. 11. The 3-D point cloud of target.

Fig. 12. The pose measurement experiment pipeline.

Fig. 13. The translation error distribution in pose measurement.

and the 3-D points were combined into a point cloud. After the
removal of abnormal points caused by reflection using point
cloud filters, the 3-D point cloud of the target in robot base
coordinate was reconstructed as presented in Fig. 11.

Then, as demonstrated in Fig. 12, the 3-D point cloud was
registered with the referenced CAD model of the target using
ICP registration [30]. The referenced CAD model was set at
the origin of the robot base coordinate system in a upright
pose, and was cropped and sampled into referenced point
cloud. After the registration, the resulting transformation was
the measured pose of the target in robot base coordinate.
After the first measurement, the target was horizontally rotated
10◦ by its center, and was scanned again. The second point
cloud was then registered again with the CAD model to
obtain the second pose measurement. Then the transformation
between two measured poses was computed. This pose mea-
surement pipeline was repeated several times to validate the
pose measurement accuracy. The transformation errors includ-
ing translation and rotation errors are illustrated in Fig. 13
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Fig. 14. The rotation error distribution in pose measurement.

TABLE III
THE POSE MEASUREMENT RESULT: TRANSLATION ERROR

TABLE IV
THE POSE MEASUREMENT RESULT: ROTATION ERROR

and Fig. 14. The average transformation errors are listed
in Table III and Table IV. In Table III, Trans-X, Trans-Y,
Trans-Z, and Trans-E stand for translation error in X, Y, Z axis
and Euclidean metric. In Table IV, rotations are interpreted
into Z-Y-X Euler angle representation, while Rot-X, Rot-Y,
and Rot-Z stand for rotation error of X, Y, and Z axis. It is
shown that the pose measurement is accurate, even partially
affected by the registration error brought by the registration
method. Therefore, the proposed efficient calibration method
can be practically utilized in the 3-D measurement system.

V. CONCLUSION

In this paper, we present an efficient calibration method of
line structured light vision sensor in robotic eye-in-hand sys-
tem. This method can be adopted to simultaneously calibrate
camera parameters, robot hand eye parameters and structured
light plane parameters with minimal on-site operations using
a simple planar calibration target. The calibration process
can be accomplished within 10 minutes, which is highly
efficient for the calibration of structured light hand eye system.
An accuracy verification experiment and a practical object
pose measurement experiment are conducted, suggesting that
the proposed method is accurate and effective.

From the aforementioned experiment results and analyses,
the proposed method possesses two properties that contribute
to its efficiency, accuracy and effectiveness.

Firstly, in this method, the extrinsic parameters calculated in
the camera calibration are used in the calibration of hand eye
parameters as well as the structured light plane parameters.
This largely reduces the on-site operations during the data
collection process for calibration. Moreover, the extrinsic
parameters enable the structured light plane to be calibrated
without special designed calibration target, making the proce-
dure efficient.

Secondly, since the on-site operation is made simultane-
ously for three sets of parameters, the deviations caused by
different environment conditions during separate calibration
are avoided. Using simultaneous method, the possibility that
one set of parameters might change during the calibration of
another in the separate calibration is eliminated. Therefore,
the proposed method is more robust and accurate in the
practical applications.

In the future, this method is expected to be adopted
by line structured light hand eye measurement systems in
actual industrial applications to improve the efficiency and
productivity of the manufacturing process. For the complex
tasks that demand higher accuracy, an industrial robot with
higher precision, a line laser projector with thinner laser stripe
pattern, and a camera with higher resolution can be adopted to
further improve the accuracy of the system, while calibration
procedures remain the same.
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