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Abstract—Accuracy solar generation forecasting could avoid 
serious challenges to large scale PV grid-connected systems. 
Thus, a very short-term solar generation forecasting method 
based on the LSTM with the temporal attention mechanism 
(TA-LSTM) is proposed in this paper. In our method, partial 
autocorrelation is first utilized to determine the length of time 
series, which is used as input of the LSTM forecasting model. 
Then, the TA-LSTM is trained by the data to learn the 
forecasting model. The LSTM is used here to learn the 
forecasting model because it can make full use of the 
information of the past time and has stronger adaptability in 
time series data analysis. To further improve forecasting 
accuracy, the temporal attention mechanism is integrated into 
the LSTM prediction model. The experiments are carried out 
to verify the performance of the proposed method. The 
experimental results show that the proposed method is feasible 
and effective.  

Keywords-photovoltaic power prediction; Long Short-Term 
Memory (LSTM); attention mechanism; machine learning; 
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I.  INTRODUCTION  

As a mature and wildly used renewable energy power 
generation technology, solar generation has received more 
and more attention in recent years. However, with the 
increasing number of grid-connected photovoltaic systems, 
the randomness and fluctuation of solar generation will 
inevitably affect the grid. The prediction of solar generation 
can help to adjust dispatching plan in time, find the optimal 
unit combination scheme, reduce the capacity of peak 
shaving generators, and be conducive to the safe and 
economic operation of the power system. 

With the rise of big data, many researchers have done a 
lot of in-depth research on the prediction of solar generation 
using machine learning method. Artificial neural network 
(ANN), a wildly used machine learning method, has 
achieved a high level of success in solar generation 
forecasting. Multilayer perceptron neural network (MLPNN) 
[1], multilayer feed forward neural network (MLFFNN) [2], 
radial basis function neural network (RBFNN) [3], echo state 
network (ESNN) [4], etc. are the several different 
architectures of ANN, which have been utilized to forecast 
the solar generation. In addition, hybrid methods based on 
ANN are also used to predict the solar generation [5]-[10]. 

However, solar generation is a typical time series with 
dynamic characteristics. It is not only related to the input of 
the current time, but also to the input of the past. Although 
these methods mentioned above have achieved acceptable 
forecasting performance, most of them do not consider the 
impact of the input of the past time on the prediction results. 

Recurrent neural network (RNN) can utilize not only the 
current input information, but also the past information [11]. 
It has great advantages in dealing with time series. As a 
special RNN model, long short-term memory (LSTM) neural 
network can effectively avoid gradient disappearance and 
gradient explosion in the process of conventional RNN 
training due to its special structure design [12]. LSTM has a 
large number of non-linear layers, and the expression of 
features is more detailed than traditional models. Thus, it can 
be used in complex modeling environment. In [13], a novel 
least absolute shrinkage and selection operator (LASSO) and 
LSTM integrated forecasting model for precise short-term 
prediction of solar intensity based on meteorological data 
was proposed. Deep belief network, autoencoder and LSTM 
were introduced in [14] to predict solar generation. To 
choose the suitable time period for solar generation 
forecasting, a novel method based on LSTM was proposed in 
[15]. 

In recent years, attention-based neural networks have 
achieved good results in natural language processing, such as 
machine translation [16], [17], parsing [18], and automatic 
summarization [19]. By assigning different weights to the 
hidden layer units of the neural network, the attention 
mechanism enables the hidden layer to pay more attention to 
the critical information. 

Following the motivation above, we propose a novel 
method based on LSTM with temporal attention mechanism 
to forecast the solar generation which aims to further 
improve the prediction accuracy. The main contributions are 
summarized as follows: 

1) Partial autocorrelation is adopted to determine the 
length of time series, which is used as the input of the 
proposed method. 

2) A novel method based on LSTM with temporal 
attention mechanism is proposed to forecast very short-term 
solar generation. 



 
Figure 1.  Illustration of the LSTM unit. 

The remainder of this paper is organized as follows. In 
section II, a novel method based on LSTM with temporal 
attention mechanism is presented. Experimental setup and 
results are discussed in section III. Finally, the conclusion of 
this paper is given. 

II. TA-LSTM FOR SOLAR GENERATION FORECASTING 

In order to further improve forecasting performance of 
solar generation, a very short-term solar generation 
forecasting method based on the LSTM with the temporal 
attention mechanism (TA-LSTM) is proposed. In this section, 
we will give the details of the proposed method. 

A. Long Short-Term Memory (LSTM) 

Long short-term memory is one of the most effective 
sequence models used in practical applications. It solves the 
problems of vanishing or exploding gradient in traditional 
RNN by introducing gated units. Fig. 1 shows the structure 
of the LSTM unit. tX , th  and tc  represent the input vector, 
hidden state and cell state at time t , respectively. The 
corresponding forward propagation equations of the LSTM 
are given as follows: 
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where ti , tf , tg  are the input gate, forget gate, and output 

gate, respectively; iiW , hiW , ib  are input weight matrix, 
regression weight matrix and the bias term of the input gate; 

ifW , hfW , fb  are input weight matrix, regression weight 

matrix and the bias term of the forget gate; igW , hgW , gb  

represent input weight matrix, regression weight matrix and 
the bias term from input layer to hidden layer; ioW , hoW , ob  
represent input weight matrix, regression weight matrix and 
the bias term of output gate;   is the sigmoid function,   is 
the Hadamard product. 

 
Figure 2.  Idea of the attention mechanism. 

B. Attention Mechanism 

At present, the attention mechanism, which can give the 
model the ability to distinguish between regions, is widely 
used in many fields such as machine translation, speech 
recognition, machine vision, etc. The attention mechanism is 
a model that simulates the attention of the human brain. It 
draws lessons from the fact that the brain's attention to 
something at a particular time will focus on a particular place 
while reducing or even neglecting the attention to other parts. 
The idea of the attention mechanism is shown in Fig. 2. 

Attention mechanism gives more attention to the key 
parts of the input sequence that affect the output results in 
order to better learn the information in the input sequence. In 
addition, it does not increase the calculation and storage of 
the model. Therefore, the attention mechanism is introduced 
into the LSTM model to effectively improve the forecasting 
performance. 

C. TA-LSTM forecasting model 

Fig. 3 shows the flowchart of the proposed forecasting 
method. First, the LSTM is used to learn the prediction 
model from the time series of length k , and the hidden state 
of the LSTM at each time is obtained. Next, the temporal 
attention is calculated by a linear layer and a softmax layer. 
In this step, attention is calculated according to the input 
vector X  of the LSTM, and the sum of the weight vectors is 
1, which is guaranteed by the softmax layer. Then, the 
calculated attention and the hidden state of the LSTM are 
multiplied to obtain the input of Relu layer. The Relu layer 
used here increases the non-linear fitting ability of the 
forecasting model. Finally, a linear layer is used to calculate 
the final forecast. 



III. CASE STUDY 

A. Data Description and Problem statement 

 
Figure 3.  Flowchart of the proposed method. 

TABLE I.  INSTALLATION INFORMATION OF SITE NUMBER 31 TDG 

Parameter  Parameter  

Manufacturer TDG Array Rating 5kW 

PV Technology  mono-Si  Array Structure  Fixed 

Panel Rating  250W  Number of Panels  20 

Array Area  33.5m2  Panel Type  T250M606 

To verify the performance of the proposed method, the 
data of site number 31 TDG from the Desert Knowledge 
Australia Solar Centre (DKASC) is used in our case (The 
installation information of the TDG is presented in Table I.). 
The DKASC is a demonstration facility for a range of solar 
technologies operating in the arid conditions of Alice Springs, 
Central Australia, with datasets spanning more than 10 years 
of operation and counting. 

Fig. 4 shows the solar generation with 5-min resolution 
from 1 April 2015 to 10 April 2015. It indicates that solar 
generation has highly-variable patterns. The data from 1 
April 2015 to 31 May 2016 is used in our case. Specially, we 
split the data into three sets: training set, validation set, and 
test set. Among them, the data from 1 April 2015 to 31 
March 2016 is used as our training set to train the forecasting 
method. The data from 1 April 2016 to 30 April 2016 is used 
as a validation set, which is utilized to select the optimal 
hyperparameters. To evaluate the performance of the 
proposed method, the data from 1 May 2016 to 31 May 2016 
is used as test set. 

In this work, we use the TA-LSTM model to predict the 
solar generation. More specifically, suppose we are currently 
at time t , we use the measured data of the time 

( , 1, , )t k t k t    . as the inputs of the TA-LSTM model 
to predict the 5-min ahead solar generation (the solar 
generation of the time 1t   is used as the output of the TA-
LSTM). Measured data of site number TDG provided by the 
DKASC include solar generation, wind speed, weather 
temperature, weather relative humidity, global horizontal 
radiation, diffuse horizontal radiation and wind direction. All 
measurements except for wind direction are input into TA-
LSTM model, because there are a lot of missing values in 
wind direction data. In addition, we only predict the solar 
generation from 5:30 to 19:00, because solar generation has a 
diurnal periodicity. 

Figure 4.  10 days solar generation of the TDG with 5-min resolution. 

 
Figure 5.  Sample partial autocorrelations of the data of the TDG. 

The partial autocorrelation graphs of one year are shown 
in Fig. 5. It is clear that the current time has the greatest 
partial autocorrelation with first lag, second lag, third lag and 
fourth lag. Therefore, we set the number of k  is to four. 

B. Evaluation Metrics 

Two evaluation metrics, namely, MAE and RMSE, are 
considered in our case to evaluate the performance of the 
forecasting method. These metrics are formulated as follows: 
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where iY  is the actual solar generation (target output) of the 

i th sample, îY  represents the forecasting solar generation of 
i th sample, N  denotes the number of samples. Typically, 
the smaller the MAE and RMSE values, the better the 
performance of the prediction method. 

C. Experimental Results and Analysis 

To verify the promising performance of the proposed 
method, we compared the forecasting results of the proposed 
method with the persistence method (PM), ANN, and LSTM. 
All experiments are implemented with Python 3.7 on a 
standard i7 3.4-GHz computer. Among that, the TA-LSTM, 
ANN, and LSTM are trained on an Nvidia GPU (GeForce 
RTX 2080). 

TABLE II.  HYPERPARAMETERS SETTING FOR DIFFERENT METHODS. 

Methods Hyperparameters 

TA-LSTM 
N_hidden nodes = 20 
N_hidden layers = 3 

LSTM 
N_hidden nodes = 20 
N_hidden layers = 3 

ANN 
N_hidden nodes = 21 
N_hidden layers = 5 

Persistence method P(t+1) = P(t) 

Hyperparameters of the forecasting method have a 
significant impact on its prediction performance. Thus, the 
grid search is used in our work to find the optimal 
hyperparameters. Table II shows the optimal 
hyperparameters of each prediction method. Then, the 
hyperparameters of each prediction method are set to the 
optimal hyperparameters to make a fair comparison of 
prediction performance. The numerical experimental results 
are shown in Table III. Among them, the TA-LSTM is 
compared with LSTM to verify the effectiveness of the 
temporal attention mechanism added in LSTM. As shown in 
Table III, the TA-LSTM outperform the LSTM in term of 
RMSE and MAE. This is because that TA-LSTM not only 
establishes prediction relationship through LSTM model, but 
also introduces the information from the temporal attention 
mechanism into the prediction model, which makes the 
proposed method have better prediction performance. 
Besides, comparing with the ANN, our method also has 
better prediction performance, which indicates that the 
proposed method can process time-series information better. 
According to the last row of Table III, the RMSE and MAE 
of the proposed forecasting method (TA-LSTM) are 
0.2599kW and 0.1208kW, respectively. They are the lowest 
of the compared methods. 

Fig. 6 shows the predictive solar generation of each 
forecasting method from 1 May 2016 to 10 May 2016. They 
are intuitively close to the observed solar generation. 
According to Table III and Fig. 6, the proposed forecasting 
method (TA-LSTM) outperforms the other forecasting 
methods. 

TABLE III.  FORECASTING PERFORMANCE OF EACH PREDICTION 
METHOD. 

Methods MAE (kW) RMSE (kW) 
Persistence method 0.1320  0.2855 
ANN 0.1519  0.2800 
LSTM  0.1225  0.2627 
TA-LSTM  0.1208 0.2599 

Figure 6.  Observation power vs. predicted power of each forecasting 
method from 1 May 2016 to 10 May 2016. 

IV. CONCLUSION 

A novel forecasting method based on the LSTM with the 
temporal attention mechanism is proposed. It utilized the 
combination of the partial autocorrelation, LSTM, and 
temporal attention mechanism. And we compared the 
proposed method with the LSTM, ANN, and PM through 
experiments. Numerical experiments indicate that the 
proposed method has superior performance to other methods 
in terms of RMSE and MAE. Meanwhile, the effectiveness 
of the added temporal attention mechanism is validated by 
comparing the proposed method with the LSTM. 

In our future work, we will study predictive models with 
spatial attention mechanisms and temporal-spatial attention 
mechanism to further increase the regional predictive 
performance of the entire photovoltaic plant. 
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