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Abstract—With the expansion of robotics application fields,
robot always faces unpredictable manipulation tasks in haz-
ardous and unstructured environments. Compared to tradi-
tion programming and robot learning methods, teleoperation
approaches shows great potential in assisting the operator to
perform and accomplish complex and uncertain tasks. In order
to achieve the goal of manipulating complicated tasks with high
accuracy, stability, and convenience, in this paper, we design a
robot teleoperation system based on virtual reality device. Our
designed system converts the motion information of the VR hand
controller into the motion information of the end-effector of a
robot arm, realizing the goal of teleoperating robot arm to ma-
nipulate complicated tasks, and concurrently viewing the robot
working scenarios in real time with headset. Experiments show
that our designed system can efficiently perform complicated
manipulation tasks with high accuracy and stability, which shows
great potential in accomplishing complex tasks and expanding
our teleoperation system in more application areas.

Index Terms—Robot manipulation, complicated task, teleop-
eration, Virtual Reality
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I. INTRODUCTION

With the development of robotics, different kinds of robots

have been gradually applied in many areas, such as indus-

try, military, aerospace, and even our daily life [1]. Robots

are expected to serve human beings to complete more and

more complicated manipulation tasks in unpredictable and

hazardous environment.

Tradition programming methods can program robots to

achieve some manipulation tasks based on Manual analysis

of robot behavior and task requirements, with the assumption

that the robots working scenarios are structured [2]. However,

traditional programming methods face problems of long devel-

opment term, low efficiency, and not satisfying unstructured

working scenarios. To overcome the limitations of tradition

programming method, recently developed robot learning meth-

ods [3] [4], which is at the intersection of machine learning

and robotics, explores to endow robot agents with the ability

to acquire novel skills or adapt to its environments through

learning algorithms. Robot learning methods have succeeded

in achieving manipulation tasks, such as screwing a cap on

a bottle [4], picking and grasping cubes [5], and opening a
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door [6], which show appealing performance in unstructured

environments. However, as learning skill policies for real-

word robots would bring wear and tear on the hardware

of robot, to some extent, robot learning methods is cut out

for training skills for simulated environment robots [7], and

training policies on real-word robots is time consuming and

costly [8]. On the other hand, most current robot learning

methods are only suitable for simple manipulation tasks [9],

and training control policies for complicated tasks is still

difficult and challenging [10].

Teleoperation has enjoyed a rich history and has led both to

many practical applications and to a broad vision of interaction

with environments far from the user [11] [12]. The main

function of the teleoperation system is to assist the operator

to perform uncertain tasks in areas, such as space, nuclear

plants, battlefield, surveillance, and underwater operations [13]

[14]. Teleoperation is a promising method to control robot

to accomplish manipulation tasks. Generally, a robot accepts

instructions from a human operator and performs live actions

at a distant environment through control mechanisms. To some

extent, there are still some shortcomings in the convenience

of teleoperation.

In this paper, we design a virtual reality teleoperation sys-

tem. Our teleoperation system mainly includes virtual reality

device, cameras, and a robot arm. With headset mounted on

the head, the operator can see the robot working scenario in

real time, and assistant the robot to accomplish complicated

manipulation task in total immersion. This paper consists of

four parts, the first part is the introduction, followed by our

method, experiments and results, and finally the conclusion of

this paper.

II. METHOD

A. Brief Description of the Designed Deleoperation System

The illustration of our designed teleoperation system is

shown in Fig.1. Our teleoperation system mainly include three

parts: HTC VIVE VR device, USB cameras, and a UR5

robot. The HTC Vive is a virtual reality headset developed

by HTC and Valve Corporation. The headset uses room scale

tracking technology, allowing the user to move in 3D space

and use motion-tracked handheld controllers to interact with

the environment. The images of robot working scenarios can

be captured in real time by two USB cameras installed on

the side of and above the UR5 robot. The captured images

can be showed in the headset in real time as well. When

the human operator moves the hand controller, the robot end-

effector (gripper) moves following the movement of the hand

controller to achieve the desired manipulation task.

B. Design of the Teleoperation System

The designed teleoperation contains two important

coordinates system: VR Cartesian coordinate system

OV {XV , YV , ZV } and robot Cartesian coordinate system

OR {XR,YR, ZR}, respectively, as is shown in Fig.2. The

origin of robot coordinate system OR is at the base center

of the UR5 robot. The origin of VR coordinate system OV

Fig. 1. Illustration of the designed robot teleoperation system. Our teleop-
eration system mainly includes a HTC VIVE VR device, two USB cameras,
and a UR5 robot. The HTC VIVE VR device provides us one head-mounted
headset display and two hand controllers. The poses information with 6 degree
of freedom for each hand controller can be obtained by OpenVR SDK [15].
Images from two USB cameras are send to head-mounted headset and then
robot working scenarios are shown in real time for the operator. Right hand
controller pose are sent to robot bottom controller and robot end-effector
moved as the right hand controller does. Left hand controller send some certain
starting or stoping commands to start or stop the teleoperation system.

is determined by the the headset where it put when we

calibrate the working room for VR device. The VR Cartesian

coordinate system OV {XV , YV , ZV } is kept fixed when we

finish the calibration of working room.

Fig. 2. Illustration of VR Cartesian coordinate system OV {XV , YV , ZV }
and robot Cartesian coordinate system OR

{
XR,YR, ZR

}
. The origin and

direction of axes for each coordinate system are shown in red arrow.

With lighthousing technology, the position and atti-

tude vector ph = (xh, yh, zh, qwh, qxh, qyh, qzh)
T of the

hand controller under the VR Cartesian coordinate system

OV {XV , YV , ZV } can be obtained in real time, where

(xh, yh, zh)
T

denotes the position and (qwh, qxh, qyh, qzh)
T

denotes the attitude angle with quaternion. Meanwhile, the

attitude and position of robot end-effector (gripper) pg =
(xg, yg, zg, rcxg, rcyg, rczg)

T can be acquired in real time,

where (xg, yg, zg)
T represents the position of the grip-

per, and (rcxg, rcyg, rczg)
T represents the rotation vector,

which both are described under the robot coordinate system

OR {XR,YR, ZR}.

At the initial teleoperation timestep, we simultaneously

record the position and attitude of the robot gripper p0
g =

(x0
g, y

0
g , z

0
g , rc

0
xg, rc

0
yg, rc

0
zg)

T and the hand controller p0
h =
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(x0
h, y

0
h, z

0
h, q

0
wh, q

0
xh, q

0
yh, q

0
zh)

T . We can get the initial hand-

held controller Euler angle (r0xh, r
0
yh, r

0
zh)

T with the following

function.

r0xh = arctan

(
2(q0xhq

0
yh−q0whq

0
zh)

(q0wh)
2+(q0xh)

2−(q0yh)
2−(q0zh)

2

)
r0yh = arcsin

(
−2(q0whq

0
yh+q0xhq

0
zh)
)

r0zh = atan2arctan

(
2(q0yhq

0
zh−q0whq

0
xh)

(q0wh)
2−(q0xh)

2−(q0yh)
2+(q0zh)

2

) (1)

In order to get initial Euler angle of gripper, firstly, we convert

the rotation vector
(
rc0xg, rc

0
yg, rc

0
zg

)
to rotation matrix RM

with the following function

RM =

⎡⎣ r11 r12 r13
r21 r22 r23
r31 r32 r33

⎤⎦ (2)

Where rij is

r11 =
(rc0xg)

2

(rc0xg)
2
+(rc0yg)

2
+(rc0zg)

2 (1− cos θ) + cos θ

r12 =
rc0xgrc

0
yg

(rc0xg)
2
+(rc0yg)

2
+(rc0zg)

2 (1− cos θ)−
(

rczsinθ
θ

)
r13 =

rc0xgrc
0
yg

(rc0xg)
2
+(rc0yg)

2
+(rc0zg)

2 (1− cos θ) +
(

rcysinθ

θ

)
r21 =

rc0xgrc
0
yg

(rc0xg)
2
+(rc0yg)

2
+(rc0zg)

2 (1− cos θ) +
(

rczsinθ
θ

)
r22 =

(rc0yg)
2

(rc0xg)
2
+(rc0yg)

2
+(rc0zg)

2 (1− cos θ) + sinθ

r23 =
rc0ygrc

0
zg

(rc0xg)
2
+(rc0yg)

2
+(rc0zg)

2 (1− cos θ)−
(

rcxsinθ
θ

)
r31 =

rc0xgrc
0
zg

(rc0xg)
2
+(rc0yg)

2
+(rc0zg)

2 (1− cos θ)−
(

rcxsinθ
θ

)
r32 =

rc0ygrc
0
zg

(rc0xg)
2
+(rc0yg)

2
+(rc0zg)

2 (1− cos θ) +
(

rcxsinθ
θ

)
r33 =

(rc0zg)
2

(rc0xg)
2
+(rc0yg)

2
+(rc0zg)

2 (1− cos θ) + cos θ

(3)

where θ =
√

rc2x + rc2y + rc2z . Then we can get the Euler

angle
(
r0xg, r

0
yg, r

0
zg

)T
with the following function.

r0xg = arctan r32
r33

r0yg = arctan −r31√
r211+r221

r0zg = arctan r21
r11

(4)

At anytime step t, we move our hand controller to anther

pose pt
h =

(
xt
h, y

t
h, z

t
h, q

t
wh, q

t
xh, q

t
yh, q

t
zh

)T
. We can obtain

the current Euler angle of hand controller (rtxh, r
t
yh, r

t
zh)

T with

the following function.

rtxh = arctan

(
2(qtxhq

t
yh−qtwhq

t
zh)

(qtwh)
2+(qtxh)

2−(qtyh)
2−(qtzh)

2

)
rtyh = arcsin

(
−2(qtwhq

t
yh+qtxhq

t
zh)
)

rtzh = arctan

(
2(qtyhq

t
zh−qtwhq

t
xh)

(qtwh)
2−(qtxh)

2−(qtyh)
2+(qtzh)

2

) (5)

Thus, we can get the hand controller pose variation Δpt
h:

Δpt
h = pt

h − p0
h

= (δ1, δ2, δ3, δ4, δ5, δ6)
T (6)

where δ1 = xt
h − x0

h, δ2 = yth − y0h, δ3 = zth − z0h, δ4 =
rtxh− r0xh, δ5 = rtyh− r0yh, δ6 = rtzh− r0yh. At time step t, the

desired pose for robot gripper is pt
g′ ,

pt
g′ =

(
xt
g, y

t
g, z

t
g, r

t
xg, r

t
yg, r

t
zg

)T
= p0

g + αRhrΔpt
h

(7)

where Rhr is the rotation vector, α is a scale factor. If We set

α = 1, the motion distance and rotation angle of robot gripper

are consistent with the hand controller. If α > 1 , the motion

of the robot gripper is the amplification of the motion of the

hand controller, and if α < 1, the motion of the robot arm is

the reduction of the motion of the hand controller.

As UR5 robot controller only receives the attitude angle in

the formation of rotation vector, we convert the Euler angle(
rtxg, r

t
yg, r

t
zg

)T
to rotation vector

(
rctxg, rc

t
yg, rc

t
zg

)T
with the

following function

rctxg = (s32−s23)θ
′

2 sin θ′

rctyg = (s13−s31)θ
′

2 sin θ′

rctzg = (s21−s12)θ
′

2 sin θ′

(8)

where

θ′ = arcos (s11+s22+s33−1)
2

s13 = cos
(
rtzg
)
sin
(
rtyg
)
cos
(
rtxg
)
+ sin

(
rtzg
)
sin
(
rtxg
)

s21 = sin
(
rtzg
)
cos
(
rtyg
)

s22 = sin
(
rtzg
)
sin
(
rtyg
)
sin
(
rtxg
)
+ cos

(
rtzg
)
cos
(
rtxg
)

s23 = sin
(
rtzg
)
sin
(
rtyg
)
cos
(
rtxg
)
− cos

(
rtzg
)
sin
(
rtxg
)

s31 = − sin
(
rtyg
)

s32 = cos
(
rtyg
)
sin
(
rtxg
)

s33 = cos
(
rtyg
)
cos
(
rtxg
)

.

(9)

Thus we get the desired robot gripper position and attitude

vector pt
g =

(
xt
g, y

t
g, z

t
g, rc

t
xg, rc

t
yg, rc

t
zg

)T
. Our system set the

robot desired position to be pt
g and send the desired position to

robot controller with movel command by URScript. Repeating

above procedure, the robot gripper (end-effector) can follow

the movements of the hand controller, which realizes the goal

of teleoperation.

III. EXPERIMENTS AND RESULTS

In order to test the validity of the designed teleoperation

system, experiments are carried out on three manipulation

tasks with difficulty gradually increased. (1) task (a): sim-

ple grasping—grasping target cube object and placing it in-

to a transparent box; (2) task (b): medium difficulty level

grasping—grasping target cube object and placing it into a

transparent box while avoiding obstacles in the moving path;

(3) task (c): difficulty grasping—grasping a cube object with

high accuracy and placing it onto another cube with high

accuracy as well. The tasks are shown in Fig.3.
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Fig. 3. Three tasks in our experiments that are carried on. (a): simple grasping,
grasping target cube object and placing it into a transparent box; (b): medium
difficulty level grasping, grasping target cube object and placing it into a
transparent box while avoiding obstacles in the moving path; (c): difficulty
grasping, grasping a cube object with high accuracy and placing it onto another
cube with high accuracy as well.

However, when human operator teleoperate the robot, it is

inevitable to shake hand unconsciously. In order to avoid the

hand shaking noise signal, we use the Median mean filtering

method to filter the noisy data. Closing or opening the gripper

finger is controlled by the trigger button which is on the hand

controller.

The comparison of hand controller and robot gripper motion

path for manipulation task (a), (b), (c) are shown in Fig.4,

Fig.5, and Fig.6 respectively. The figures show that our de-

signed teleopeation system can teleoperate robot manipulation

task with high accuracy and high stability.

Fig. 4. The comparison of hand controller and robot controller motion path
for task (a). The robot gripper can track the movement of the hand controller.
As the trajectory of hand controller is filtered, the movement of the robot
hand grip is smoother and more stable.

Fig. 5. The comparison of hand controller and robot controller motion path
for task (b). The robot gripper can track the movement of the hand controller.
As the trajectory of hand controller is filtered, the movement of the robot
hand grip is smoother and more stable.

Fig. 6. The comparison of hand controller and robot controller motion path
for task (c). The robot gripper can track the movement of the hand controller.
As the trajectory of hand controller is filtered, the movement of the robot
hand grip is smoother and more stable.

IV. CONCLUSION

To endow real-world robot with the ability to accomplish

complicated manipulation tasks, we design a teleoperation

robot system with HTC VIVE virtual reality device. We car-

ried out experiments on three manipulation tasks with different

level of difficulty. The results exhibit that the designed system

can achieve the goal of performing complicated task with high

stability, accuracy, and convenience. Our teleoperation system

can be conveniently extend to other areas such as surgery, or

aerospace as well.

Due to the limitation of experimental conditions, we on-

ly demonstrated our teleoperation system on robot grasping

manipulation task. In the future work, we will test our teleop-

eration system in more application areas.
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