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A B S T R A C T

In this paper, we propose an attention-based multi-task neural network model for text classification and se-
quence tagging and then apply it to the named entity recognition and the intent analysis of Chinese online
medical questions. We found that the use of both attention and multi-task learning improved the performance of
these tasks. Our method achieved superior performance in named entity recognition and intent analysis com-
pared with other baseline methods; the method is a light-weight solution that is suitable for deployment on small
servers. Furthermore, we took advantage of the model’s capabilities for these two tasks and built a simple
question-answering system for cardiovascular issues. Users and service providers can monitor the logic of the
answers generated by this system.

1. Introduction

With the rapid development of Internet technology, many people
seek health-related services from websites or smartphone applications.
Using health service websites, people ask questions and receive answers
from health professionals online. However, at times, the questions or
answers may not be accurate. Online medical services can help people
acquire health-related knowledge and facilitate disease diagnosis. In
addition to asking health experts to directly answer users’ questions,
online systems enable medical experts to build medical knowledge
bases and apply natural language understanding technologies to extract
structural information from a user’s questions and automatically gen-
erate answers to these questions. For this type of medical service, the
accuracy of the generated answers relies not only on the quality of the
knowledge base but also on the intelligence of the natural language
understanding unit that processes the user’s questions.
Existing studies on medical natural language processing mainly

optimize named entity recognition(NER) and text classification sepa-
rately. The NER task aims to extract medical entities from text and
predict each entity’s classes. The text classification task could either
conduct an intent analysis or a topic analysis, either of which helps the
system to correctly provide the services that a user seeks. For example,
assume that a person asks the following question: ”I have hypertension.
What should I do?” Based on NER, we know this question contains

hypertension, a disease word, and based on intent analysis, we know that
this user is seeking treatment help. In this simple case, we could search
our knowledge base and return answers about hypertension treatment
methods. Currently, most knowledge base answer selection research
tries to generate answers by the ranking [1] or the binary classification
[2]. However, for medical issues, we have to provide clear logic of
answers to prevent the system from generating misleading answers
from failed natural language understanding processes, which may jeo-
pardize patients’ health. If we can provide the user with information
about whether our system has accurately captured the intent and en-
tities in a user’s questions, then the users may not be misdirected by
false answers; and our natural language understanding module may
possibly improve by receiving feedback.
In this paper, we introduce a multi-task model for text classification

and sequence tagging, which can be trained for both the NER task and
the intent analysis task. Our model uses Chinese text directly from
online user questions as the input and can generate promising results
compared with other baseline methods. Our experiments also suggest
that using one multi-task model to solve two different types of natural
language understanding tasks can improve the model’s performance on
each task. With help from experienced physicians, we build a cardio-
vascular knowledge base, and then we apply our model to build a
system for generating answers to people’s questions about cardiovas-
cular knowledge.
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The main contributions of our research are summarized as follows.

• We proposed a novel model for NER and intent analysis, which in-
tegrates the sequence tagging task and text classification task. Our
experimental results show that this method has high efficacy on the
NER task and the intent analysis task.
• We use our model to build a simple and light-weight ques-
tion–answering system that can provide cardiovascular medical
service to people. Our method could be further improved to help
medical services providers build applications for high-quality au-
tomatic medical services.

1.1. Related work

The multi-task learning strategy has been used to improve NER’s
performance for medical text. Researchers [3] used a multi-task bi-di-
rectional long-short term memory network (BiLSTM) based model for
the NER task and the part-of-speech tagging task to improve NER’s
performance for Chinese electronic medical records. Researchers also
proposed a multi-task learning framework [4] for NER and named en-
tity normalization (NEN), which significantly boosts performance on
both NER and NEN. Recently, researchers [5] employed a multi-task
model for a word segmentation task and a NER task to improve NER’s
performance on Chinese text that lacks delimiters to separate words.
We note that these studies use one multi-task learning model to solve
two sequence tagging problems.
Neural network methods are widely used for Chinese medical text

classification. [6] used the convolutional neural network (CNN) to
analyze the discussion topics in an online cancer community, and the
CNN achieved better performance than the support vector machine
(SVM) model and labeled latent Dirichlet allocation(LDA) model. In
addition, researchers used additional knowledge and rule-based fea-
tures to improve the CNN’s classification accuracy on clinical text [7].
Recently, transformer-based models, such as the Bidirectional Encoder
Representations from Transformers(BERT), were proven to have the
capability to effectively classify traditional Chinese medicine records,
and they were able to achieve state-of-the-art results by pre-training
with a larger corpus [8,9]; however, their large number of parameters
limit their application scenarios. Notably, most of the methods for
medical text classification are based on the CNN model or transformer
model, and RNN based methods for classification have been less pop-
ular.

2. Method

In our model, the NER task and the classification (intent analysis)
task share the word embedding layer and the BiLSTM layer. In the word
embedding layer, each token is transformed into a vector, so we obtain
a sequence of vector w n1: as the BiLSTM input.

= …w w w w( , , , )n n1: 1 2

We used word2vec to generate pre-trained word vectors for the word
embedding. The corpus for word2vec pre-training was collected from
online health communities. The sequence of word vectors is sent to a
BiLSTM layer. The LSTM-based recurrent neural network contains four
components, which are the following: an input gate, it ; a forget gate, ft ;
an output gate, ot; and a memory cell state, Ct . We also computed a
temporary cell state, gt .

= + +i W x U h t b( 1) )t i t i i(

= + +f W x U h t b( 1) )t f t f f(

= + +o W x U h t b( 1) )t o t o o(

= + +g tanh W x U h t b( 1) )t g t g g(

= +C i g f Ct t t t t 1

The output of the LSTM units is the hidden state ht , which was com-
puted by the following equations, where H is the sequence of hidden
states generated by the BiLSTM.

=h o tanh C( )t t t

= …H h h h( , , , ))t1 2

The NER model contains an attention layer to extract multiple com-
ponents of information from a sentence. We concatenated the sequence
of attention and the sequence of the BiLSTM output as the input for the
CRF layer, and applied the CRF layer to generate sequences of entity
labels. In the classification task we used the structured self-attention
method [10]. The attention layer we used was the same as that in the
NER task, and we used the annotation matrix calculated by multiple
hops of attention and multiplied it by the BiLSTM output to generate
the sentence embedding for classification. The annotation matrix was
calculated by the following:

=A softmax W tanh W H( ( ))T
1 2

=T FC A H( )CRF ner

=V Average A H( )c class

W1 andW2 are weight matrixes, and HT represents the transpose of the
outputs of BiLSTM. We used the attention annotation matrix as one of
the input components for the CRF layer and generated a sentence em-
bedding for classification. The vector sequence for the CRF input (TCRF)
was calculated by the concatenation operation and a fully-connected
layer, and the classification input vector(Vc) was calculated by multi-
plication and the average. The model architecture is shown in Fig. 1.
For the intent analysis task, we applied binary cross-entropy as the

loss function, which optimized the multi-label classification. The opti-
mizer we used for the two training tasks was Adam. The two training
tasks have different learning rates: the learning rate is 0.001 for the
intent analysis task and 0.002 for the NER task. We used word2vec
[11,12] to generate the pre-trained word embedding. We collected over

Fig. 1. The architecture of attention-based multi-task model. (A) is how we calculated the attention weight and the sequence of the BiLSTM output. (B) is the
mechanism using the attention weight and the sequence of the BiLSTM output to generate NER tags and intent labels.
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60,000 user questions for pre-training from the health community
website, and the embedding dimension was set to 300.
The cardiovascular question–answering (QA) system searches for

approximate answers to users’ questions from a database we developed.
We used a MySQL database to store cardiovascular-related knowledge
and information labels. During the search process, user questions are
transformed to an intent label set and a medical entity set, and the QA
system can find suitable answers by matching information labels with
the intent labels set and medical entities set.
For one question text, the NER module identifies n entities and the

intentions analysis module generates m intent labels. We used dic-
tionary mapping for entity normalization. The knowledge base only
stores the standardized names for diseases and other medical words, so
we built a dictionary for unstandardized terms and their standardized
representations. The system obtains n entities by the NER module and m
intent labels by the intent analysis module, and it generates n m en-
tity-intention pairs for the knowledge base searching, Thus, we auto-
matically translated the entity-intention pairs to SQL for database re-
trieval. The retrieval results are returned to the user as answers to the
question. The application of the multi-task model in the cardiovascular
QA system is shown in Fig. 2.

3. Data

All user questions were collected from a health community web-
site2. We used an intent analysis dataset that we annotated ourselves.
The intent analysis dataset contains 12,535 user questions, and we used
the following 7 types of intent to label these questions: Diagnosis,
Prognosis, Syndrome, Concept, Treatment, Reason, and Complication.
Furthermore, one user question may contain 0–7 types of intent labels.
The inter-annotator agreements of the intent analysis were evaluated by
the kappa statistic [13], which was over 0.91 for each label on the 200
test questions. Table 1 shows the statistics of each label.
The corpus for NER annotation also comes from the data used for

intent analysis annotation. We selected 6,199 user questions for NER
annotation. The NER task, labels the question using 6 types of entities:
disease name, treatment method, syndrome, checkup, people, and body
part. Because of the variation and sometimes inaccurate expression of
online health text, current Chinese word segmentation tools work det-
rimentally and could not meet our needs; therefore, we used Chinese
sentences without word segmentation. The entities in Chinese text are
represented by “BIO”. where “B” means the beginning of an entity, “I”
represents a Chinese character that is inside of a Chinese entity, and “O”
represents other unrelated characters. Two researchers with medical
research experience annotated the NER dataset separately, and we used
a Chinese entity annotation web application that we developed to speed
up and monitor the annotation process. The kappa statistics for the
inter-annotator agreements during NER annotation was over 0.83 on
500 questions. After we obtained the annotated intent analysis dataset
and the NER dataset, we selected 800 annotated user questions as the
test dataset for the intent analysis task and NER task.

4. Result and discussion

We trained our model with the NER training dataset and intent
analysis training dataset and tested its performance on the NER task
and the intent classification task separately. We also compared our
method with some widely used NER and text classification models.

4.1. Named entities recognition

For the NER task, we used the micro-averaged F1, recall, and pre-
cision to evaluate our model. We chose the structural support vector

machine (SSVM) [14], CRF [14,15] and LSTM-CRF [16] as the baseline
methods. We also compared our model with BERT, which is one of
state-of-the-art solutions for some benchmark NER datasets [17]. To
evaluate whether the multi-task learning strategies could improve
model performance, we tested our model’s performance independent of
the intent analysis task (LSTM-CRF-attention). The results are shown in
Table 2.
The result shows that our method outperforms the baseline methods

in the F1, precision, and recall metrics. We observe that the LSTM-CRF
model has a lower F1 and precision than the CRF model but that it has a
higher recall score. We suggest that this phenomenon may be explained
by the fact that the LSTM-CRF takes Chinese characters rather than
Chinese words as input, which impairs it from properly capturing the
word level features from sentences. Our method used the self-attention
mechanism to help the model focus on the specific components of the
sentence, and a specific component could be one or more characters
that are closely related to the word representation. The embedding
layer and the BiLSTM layer are additionally trained during the classi-
fication training which supplies them with additional data for im-
proving the performance on the test dataset. Compared with the at-
tention-based model without the multi-task learning strategies, our
method has an additional improvement. The BERT has a similar F1
score as our method and a higher recall score, but it has a lower pre-
cision score.

4.2. Intent analysis

For the intention analysis task, we used the accuracy, micro-aver-
aged F1, and macro-averaged F1 to evaluate our model. We used the
CNN [6], the SVM with the bag-of-characters [18], the Random Forest
with the bag-of-characters [19], and BERT [17] as the baseline
methods; we also tested an attention-based model without NER task
training(BiLSTM-attention).The results are shown in Table 3.
In the intent analysis task, our model also outperforms other

methods. Regarding the macro-averaged F1, our method has a much
better score than the CNN and SVM. In addition, our method has higher
accuracy than baseline methods. Our multi-task learning method has an
obvious improvement over BiLSTM with attention, which means that
the multi-task learning method strikingly boosts intent analysis. The
BERT method can also yield similar results for both NER and intent
analysis. However, this method required many more model parameters
and has a lower calculation speed; therefore, we believe our method
requires less hardware support and is suitable for deployment on ser-
vers without GPUs.
We observe that the improvement for intent analysis is more ob-

vious than that for NER. The F1 score of intent analysis is about 4
percent higher than that for the attention method without multi-task
learning. Instinctively, intent analysis is a less complicated task because
it just needs to generate tags for the whole sentence rather than for each
token like NER. The medical entities can help the model also under-
stand the intent analysis task. The improvement of NER can be partly
explained by the intent analysis task providing additional training data,
which gives the model additional training for the embedding layer and

Table 1
Statistics of intent question labels.

Label Count

Treatment 6805
Syndrome 4902
Concept 712
Diagnosis 656
Reason 389
Prognosis 315
Complication 295
Other 1508

2 ask.familydoctor.com.cn.

C. Wu, et al. Journal of Biomedical Informatics 108 (2020) 103511

3



fine-tuning for the BiLSTM layer. In addition, the multi-task learning
helps to prevent the model from being overfit.

4.3. Application: cardiovascular knowledge answering system

The cardiovascular knowledge base’s answer texts were from med-
ical books [20,21], and they were evaluated by experienced physicians.
Therefore, the accuracy of the answers was mainly correlated with the
accuracy of natural language understanding. The structure of the car-
diovascular knowledge base is shown in Fig. 3. Several diseases have
hierarchical relationships. For example essential hypertension and re-
novascular hypertension are two sub-types of hypertension; therefore, if a
user just mentions hypertension, we should suggest that hypertension
has several sub-types and present the knowledge for each sub-type. We
recorded the hierarchy of the disease types in our database. The
knowledge base is stored in a MySQL database, which contains cardi-
ovascular-related diseases’ concepts, treatments, medicines, and
checkups answers. We can use entities plus intent labels to retrieve
answer texts. For example, the knowledge base contains atrial flutter, a
disease, and its related answer texts about treatment methods, diag-
nosis, prognosis, etc. that were marked by intent labels. If a user
question contains atrial flutter and has treatment methods as the intent
label, we can use atrial flutter and treatment methods as keys to search
answers about atrial flutter’s treatment methods in the knowledge base.
Our knowledge base further classifies the treatments as medicine
treatments, surgical operations, and interventional treatments; there-
fore, after we recognize users’ treatment intent, our system can return
the sub-types of treatment methods based on the keywords in user
questions. We used the model’s abilities in NER and intent analysis to

understand some simple cardiovascular-related questions and generate
results by transforming entities and intentions into SQL sentences. In
addition, after we generate entities and user intents from their question,
we can present them and prompt users to check whether our model
successfully understands their questions, and users can leave feedback
that can serve as training data to improve our model. The returned
results and evaluations are shown in Fig. 4.
From the above examples, we can see that our method can transfer

simple Chinese questions to intention labels, entity segments, and types,
which could be used for knowledge base retrieval and answers gen-
eration. Different from some end-to-end QA models that use ques-
tion–answer pairs for training, our method can still generate proper
answers if we change the knowledge base resource because it uses an
answer key to match answer text rather than the answer text itself,
which can result in better scalability. However, we should note that
people may ask questions that cause confusion and contain un-
normalized entities that lead the system to generate wrong answers or
return redundant answers; thereore, we need other modules to make
this system respond more intelligently. For instance, we added an entity
normalization module to map unstandardized entities to standard en-
tities in our knowledge base. Also, we can use additional modules like
dependency parsing to generate non-redundant answers for complex
questions.

5. Conclusion

In this study, we proposed a multi-task learning model for text
classification and sequence tagging. Our attention-based multi-task
learning model generated promising results in both the named entity

Table 2
Results of NER task on test dataset.

Method F1 Precision Recall

SSVM 0.7415 0.7451 0.7379
CRF 0.7818 0.7975 0.7666

LSTM-CRF 0.7726 0.7631 0.7824
LSTM-CRF-attention 0.8038 0.7902 0.8178

BERT 0.8142 0.7931 0.8364
Multi-task attention 0.8135 0.8102 0.8168

Table 3
Results of Intent analysis task on test dataset

Method Accuracy Micro F1 Macro F1

Random Forest 0.6550 0.7993 0.4430
SVM 0.69125 0.8258 0.6263
CNN 0.7138 0.8353 0.5830

BiLSTM-attention 0.7188 0.8397 0.6173
BERT 0.7462 0.8575 0.6738

Multi-task attention 0.7588 0.8652 0.6888

Fig. 2. Applying the attention-based multi-
task model in a simple question–answering
system. A user’s question is processed by the
multi-task learning model to generate intent
labels and entities. The search and normal-
ization module transforms the intent labels
and entities to SQL queries, and the SQL
queries grab the answer text from the struc-
tural knowledge base. Intent labels and enti-
ties are visible for users; therefore, users can
verify the accuracy of the model’s output, and
their feedback can be used as new training
data.
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recognition task and the intent analysis task for Chinese medical
questions. The experimental results suggest that the attention me-
chanism and multi-task learning strategy can work together to improve
the natural language understanding of medical text. Our experimental
results prove the self-attention mechanism is critical for the NER task
and the intent analysis task. The attention weights visualization ex-
periment (supplemental data) suggests that the self-attention helps the
model focus on important characters for the classification and edges of
entities. The NER task and the intent analysis task share the word
embedding layer and the BiLSTM layer, and they used their task-spe-
cific layers to generate outputs for entities labels or intent labels. The
multi-task learning in our study has two advantages: first, during the
multi-task training process, the parameters in the word embedding
layer and the BiLSTM layer can be tuned simultaneously by those tasks,
which overcomes the limitation of medical datasets’ sizes; second, it
improves the generalization of models for the NER task and the intent
analysis task, which prevents model from over-fitting. Furthermore, the
intent analysis task takes advantage of the entities recognition ability
that is trained by the NER task, which partly explains the significant
improvement of the intent analysis task.
In our experiments, the BERT framework gained minor improve-

ment using two separately fine-tuned BERT models for the NER task
and the intent analysis task respectively with very high computational
costs. Compared with the BERT model, our LSTM-based model has
achieved comparable performance and balanced the consumption of
computing resources for the deployment of online QA systems.
Recently, researchers brought new BERT architectures for the multi-
task learning, for example BERT and projected attention layers [22]. In

this study, researchers explored sharing a single BERT model with a
small number of additional task-specific parameters for the multi-task
learning, which inspires us to apply this method on our future re-
searches.
Our model could be used to build a simple question–answering

system with a structural medical knowledge base. Currently, most
studies focus on other end-to-end question–answering models [23,24],
and our method tries a different method for medical ques-
tion–answering and it shows several potential advantages. First, it does
not need very large numbers of question–answer pairs for model
training. Second, the accuracy of the answer text is promising because it
is corroborated by physicians and medical books. Third, it can provide
logic for answers that can then be scrutinized by both users and service
providers.
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Appendix A. Supplementary material

Supplementary data associated with this article can be found, in the
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