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a b s t r a c t 

Relation extraction is to identify the relationship of two given entities in the text. It is an important step 

in the task of knowledge extraction. Most conventional methods for the task of relation extraction focus 

on designing effective handcrafted features or learning a semantic representation of the whole sentence. 

Sentences with the same relationship always share the similar expressions. Besides, the semantic prop- 

erties of given entities can also help to distinguish some confusing relations. Based on the above obser- 

vations, we propose a neural network based framework for relation classification. It can simultaneously 

learn the relation pattern’s information and the semantic properties of given entities. In this framework, 

we explore two specific models: the CNN-based model and LSTM-based model. We conduct experiments 

on two public datasets: the SemEval-2010 Task8 dataset and the ACE05 dataset. The proposed method 

achieves the state-of-the-art result without using any external information. Additionally, the experimen- 

tal results also show that our approach can represent the semantic relationship of the given entities 

effectively. 

© 2016 Elsevier B.V. All rights reserved. 
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. Introduction 

Relation extraction is to identify semantic relation of the entity

airs in one sentence. It serves as an intermediate step in knowl-

dge extraction from unstructured texts, which plays an important

ole in automatic knowledge base construction. 

Classical methods for the task of relation classification focus on

esigning effective handcrafted features to obtain better classifica-

ion performance [1–4] . These handcrafted features are extracted

y analyzing the text and using different natural language pro-

essing (NLP) tools. However, they decompose the task into sev-

ral pipelined components. For example: firstly they use POS (or

arser) tool to extract features, then classify relations based on

hese features. Errors in POS (or Parser) procedure will be propa-

ated to the relation classification, which is the error propagation.

n order to reduce the manual work in feature extraction, recently,

eep neural networks [5–8] have been applied to obtain effective

elation features of sentences. Although these models can learn re-

ated features from given sentences without complicated feature

ngineering work, most of the current deep learning approaches
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ainly focus on learning the semantic representation of the whole

entence. 

Properties of the task. Through the observation, we find that

entences with the same relation label always share the similar

xpressions. We call the similar expression as relation pattern in

his paper. We randomly select some instances from the SemEval-

010 Task8 dataset [3] as Table 1 shows. For examples: if entity e1

nd entity e2 satisfy the relation of “Entity-Destination(e1,e2) ”, the

ords between e1 and e2 may be direction words such as: “into”

r “to”. If given entities satisfy the relation of “Cause-Effect(e2,e1) ”,

he words between e1 and e2 are more inclined to past partici-

les such as: “caused by” or “was generated via”. These findings

nd the previous work’s analysis [9] both show that most relation

atterns can be reflected by the keywords information or the syn-

actical information in a sentence, especially the sub-sentence be-

ween the given entities. Therefore, when compared with learning

 semantic embedding of the whole sentence, extracting the sub-

entence information between given entities can better reflect the

elation pattern in the sentence. However, it is not enough to dis-

inguish the confusing relation category by only using the relation

attern information. As Table 1 shows, the sub-sentence between

1 and e2 in sentence 5 seems to describe the relation of “Entity-

estination(e1,e2) ”, but the semantic information of given entities

how that they do not have the relationship. Thus, making good
rk for relation extraction: Learning entity semantic and relation 

osys.2016.09.019 

http://dx.doi.org/10.1016/j.knosys.2016.09.019
http://www.ScienceDirect.com
http://www.elsevier.com/locate/knosys
mailto:hongyun.bao@ia.ac.cn
http://dx.doi.org/10.1016/j.knosys.2016.09.019
http://dx.doi.org/10.1016/j.knosys.2016.09.019


2 S. Zheng et al. / Knowledge-Based Systems 0 0 0 (2016) 1–12 

ARTICLE IN PRESS 

JID: KNOSYS [m5G; October 18, 2016;14:4 ] 

Table 1 

Instances in the SemEval-2010 Task8 dataset. 

Entity-Destination(e1,e2): 

1) Mayans charted venuss motion across the sky poured [ chocolate ] e 1 into [ jars ] e 2 and interred them with the dead. 

2) Both his [ feet ] e 1 have been moving into the [ ball ] e 2 union members. 

3) The [ singer ] e 1 arrived to the outdoor [ stage ] e 2 for rehearsal. 

Cause-Effect(e2,e1): 

4) Plantar [ warts ] e 1 are caused by a [ virus ] e 2 that infects the layer of skin on the soles of feet. 

5) A wind speed associated with the [ devastation ] e 1 caused by the [ tornado ] e 2 . 

6) When the [ force ] e 1 was generated via the [ joystick ] e 2 , the reproduced force matched the original force much more accurately. 

Other: 

5) Frequent agitations throw academic [ life ] e 1 into [ disarray ] e 2 . 

6) Painting shows a historical view of the [ damage ] e 1 caused by the 1693 catania earthquake and the [ reconstruction ] e 2 . 
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use of given entities’ semantic properties can also help to distin-

guish the confusing relationship. 

Motivations of our method. Based on the above analysis, we

propose an unified framework for relation classification by jointly

learning relation pattern and entity semantics. When extracting

relation pattern, we propose two kinds of neural network based

methods, Convolutional neural networks (CNN) [10] and Long

Short-Term Memory (LSTM) [11] . Convolutional neural networks

(CNN) [10,12–14] have achieved great success in sentence’s seman-

tic representation. It is able to preserve sequence information and

extract the keyword information in a sentence. Most relation pat-

terns can be reflected by some keywords in a sentence, especially

the words between the given entities. Therefore, we adopt a CNN

architecture to model the sub-sentence between given entities in-

stead of modeling the whole sentence. In addition to CNN, we also

use LSTM to extract relation pattern. The LSTM model and its dif-

ferent variants [8,15–19] have achieved impressive performance in

text analysis. It is useful in capturing long-range dependencies of

sequences and has shown powerful results on extracting syntacti-

cal information of sentences [17–19] . Since the similar expressions

of sentences can be also reflected by the syntactical information of

sentences, we use LSTM to extract relation pattern. 

Besides, we propose a novel mixture CNN model to extract the

semantic properties of given entities. The semantic properties of

given entities can be reflected by their contextual words. Some en-

tities’ properties may be reflected by one contextual word, some

may be reflected by two or more contextual words. Extracting the

entity’s semantic properties is to mine the semantic information

of these contextual sub-sentences. Hence, we apply the operation

of mixture convolution to extract the entities’ different contextual

features. The mixture CNN model sets the entity word as the cen-

ter, and selects different sub-sentences around the entity as the

entity’s contexts, then uses max-pooling operation to select the

most suitable contextual features as the entity’s semantic proper-

ties. In this manner, we can solve the problem of unknown entity

words, and represent the semantic relationship of entities effec-

tively. 

Therefore, the method we proposed, in this paper, is a neu-

ral network based framework for relation classification, which can

simultaneously learn the semantic properties of entities and re-

lation pattern. Based on this framework, we set up two specific

models from different perspectives: the CNN-based model and the

LSTM-based model. Each model contains two modules, the entity

semantic extraction module (ESE) and the relation pattern extrac-

tion module (RPE). Different modules focus on extracting different

information, and all information is merged in the output layer to

fix the task of relation classification. 

Contributions. The main contributions of this paper can be

summarized as follows: 

1. We propose a neural network based framework for the task of

relation classification, which can simultaneously learn the se-

mantic properties of entities and sentence’s relation pattern. 
Please cite this article as: S. Zheng et al., A neural network framewo

pattern, Knowledge-Based Systems (2016), http://dx.doi.org/10.1016/j.kn
2. Based on this framework, we also explore two specific models:

the CNN-based model, which focuses on extracting keyword in-

formation, and the LSTM-based model, which is to learn sen-

tence’s syntactical information. 

3. Besides, we also conduct experiments to analyze the entity em-

bedding produced by our method. Our approach can represent

semantic relationship of given entities effectively, when com-

pared with word2vec [20] . 

. Related work 

Over the years, relation classification is a widely studied task in

he NLP community. To accomplish the task, various approaches

ave been proposed. Existing methods for relation classification

an be divided into handcrafted feature based methods [1,2,4] ,

eural network based methods [5–9] and the other valuable meth-

ds [6,21] . 

The handcrafted feature based methods focus on using different

atural language processing (NLP) tools and knowledge resources

o obtain effective handcrafted features. Then, they always use

ome statistical classifier such as Support Vector Machines (SVM)

22] or Maximum Entropy (MaxEnt) [23] to get the right relation

lass based on the handcrafted features. Kambhatla [1] employs

aximum Entropy model to combine diverse lexical, syntactic and

emantic features derived from the text. It is the early work for

elation classification. The features they used are not comprehen-

ive. Rink et al. [4] designs 16 kinds of features that are extracted

y using many supervised NLP toolkits and resources including

OS, Word-Net, dependency parse, etc. It can get the best result at

emEval-2010 Task 8 when compared with other handcrafted fea-

ures based methods. However, it relies heavily on other NLP tools

nd it also requires a lot of work to design and extract features. 

In recent years, deep neural models have made significant

rogress [5–9,24] . Neural network models can learn effective re-

ation features from the given sentence without complicated fea-

ure engineering. The most common neural-network based mod-

ls applied in this task are Convolutional Neural Networks (CNN)

7,9,25] and sequential neural networks such as Recurrent Neu-

al Networks (RNN) [26] , Recursive Neural Networks (RecNN)

5,27] and Long Short Term Memory Networks (LSTM) [8,28] . 

Zeng et al. [7] early explores convolutional neural network to

epresent the sentence level features. But the method still need to

se features derived from lexical resources such as Word-Net to

chieve the state-of-the-art results. dos Santos et al. [9] and Xu

t al. [25] also apply convolutional neural network to classify rela-

ion classes. dos Santos et al. [9] uses a pair-wise ranking method

nstead of softmax function on the top of CNN to reduce the ef-

ect of the confusing relation “Other”. Xu et al. [25] uses a convo-

ution neural network through the shortest dependency paths to

earn more robust relation representations. Besides, it also propose

 negative sampling strategy to improve the assignment of subjects

nd objects. 
rk for relation extraction: Learning entity semantic and relation 
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Fig. 1. The framework of our method. 
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1 https://code.google.com/p/word2vec/ . 
Apart from the CNN methods, there are many sequential neu-

al networks. Socher et al. [5] is the first work that introduces a

inds of recursive neural network (RNN) model to classify relation.

he RNN model has the shortage that it cannot capture the long-

istance relationships of words. For effective information propaga-

ion and integration, [8] leverages long short term memory (LSTM)

nits during recurrent propagation. Zhang et al. [28] further pro-

oses a bidirectional long short-term memory network (BLSTM) to

odel the sentence with complete, sequential information about

ll words before and after it. However, the experimental results

how that BLSTM [28] based method only with word embeddings

s input features is sufficient to achieve state-of-the-art perfor-

ance. 

There also exists other valuable methods such as the kernel-

ased methods [21,29] and compositional model [6] . Nguyen et al.

21] explores the use of innovative kernels based on syntactic and

emantic structures. Sun and Han [29] proposes a new tree ker-

el, called feature-enriched tree kernel (FTK) for relation extrac-

ion. The compositional model FCM [6] learns representations for

he substructures of an annotated sentence. Compared to existing

ompositional models, FCM can easily handle arbitrary types of in-

ut and global information for composition. 

The methods used in this paper are based on neural network

odels: Convolutional neural networks (CNN) and Long Short-

erm Memory (LSTM). CNN is originally invented for computer vi-

ion [30] . It utilizes layers with convolving filters to extract lo-

al features. In recent years, CNNs have been successfully ap-

lied to different NLP tasks and have also shown the effective-

ess on extracting sentence semantic and keywords information

9,10,12,13,13] . Long-Short Term Memory (LSTM) model is a spe-

ific kind of recurrent neural networks (RNNs). LSTM replaces the

idden vector of a recurrent neural network with memory blocks

hich are equipped with gates. It can keep long term memory by

raining proper gating weights [31,32] . LSTM have also shown pow-

rful capacity on many NLP tasks such as machine translation [19] ,

entence representation [17,33] and relation extraction [8] . 

In this paper, we propose a neural network based framework

y joint learning the entity semantic properties and relation pat-

ern for the task of relation classification. It can learn related fea-

ures from given sentences without complicated feature engineer-

ng work, when compared with handcrafted feature based meth-

ds. Besides, different from the other neural network based meth-

ds that focus on learning the semantic representation of the

hole sentence, our method pays attention to model the relation

attern and takes full advantage of the given entities’ semantic

roperties. It can learn semantic properties of given entities and

entence’s relation pattern effectively. 

. Our method 

In order to extract the relation pattern and reduce the effect of

onfusing relations for the task of relation classification, we pro-

ose an unified model by jointly learning entities’ semantic proper-

ies and relation patterns. Based on this framework, we set up two

pecific models, the CNN-based model called MixCNN + CNN and

he LSTM-based model called MixCNN + LSTM. MixCNN + CNN and

ixCNN + LSTM share the same entity semantic extraction module

ESE). The difference is about relation pattern extraction module

RPE). MixCNN + CNN uses a kind of CNN to extract relation pattern

nd MixCNN + LSTM uses a LSTM model to extract relation pattern.

n the following sections, we firstly present the architecture of our

ethod shown in Fig. 1 and then detail each component of the

odel. After that, we introduce the objective function and training

etails. 
Please cite this article as: S. Zheng et al., A neural network framewo

pattern, Knowledge-Based Systems (2016), http://dx.doi.org/10.1016/j.kn
.1. Overview of our method 

The framework of method is shown in Fig. 1 , which mainly con-

ains the entity semantic extraction module (ESE) and the relation

attern extraction module (RPE). When given a sentence, the en-

ity semantic extraction module focuses on extracting the semantic

roperties of the given entities based on their surrounding words.

he relation pattern extraction module focuses on extracting the

emantic or syntactical information between the two given enti-

ies. Especially, in the relation pattern extraction module (RPE), we

et up two kinds of models to extract the relation pattern from

ifferent perspectives. The CNN-based model focuses on extract-

ng keyword information and the LSTM-based model focuses on

epresenting sentence’s syntactical information. We merge the in-

ormation of entities and relation pattern, obtained from the ESE

nd RPE modules, then fed the merged information into a softmax

ayer to classify relations. In what follows, we describe these mod-

les in detail. 

.2. The module of relation pattern extraction 

In this section, we focus on extracting relation pattern by using

wo kinds of neural network based methods. Firstly, we introduce

he CNN-based model in Section 3.2.1 , then we present the LSTM-

ased model in Section 3.2.2 . 

.2.1. Relation pattern extraction based on CNN 

Based on our observations and dos Santos et al.’s [9] analysis,

e find that most relation patterns can be reflected by a few key-

ords between the given two entities. Hence, the module of RPE

ims to extract the keyword information which is related to the

arget relation. Convolutional neural network (CNN) [10,12,13] is

ble to preserve the sequence information and extract the keyword

nformation in a sentence. Xu et al. [25] , Zeng et al. [7] , and dos

antos et al. [9] also validate the effectiveness of CNN to extract

he related keyword information. Therefore, in order to extract the

eyword information which can reflect relation patterns, we adopt

he CNN architecture [10] to model the sub-sentence between the

iven entities instead of using the whole sentence as Fig. 2 shows.

Firstly, each word is represented by a word embedding. In our

xperiments, we employ the word2vec 1 [20] to produce the word

mbeddings based on Wikipedia corpus. Out-of-vocabulary words

re initialized randomly. The dimension of word embeddings is de-
rk for relation extraction: Learning entity semantic and relation 

osys.2016.09.019 
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Fig. 2. Relation pattern extraction based on CNN. 

Fig. 3. The framework of bi-directional LSTM. 
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noted as d . We define X ∈ R 

| V |×d as the set of word embeddings

and the size of vocabulary is | V |. 

When given a sentence s , we let x i ∈ R 

d be the d -dimensional

word vector corresponding to the i th word in the sentence. Hence,

a sentence with the length of L is represented as a matrix: s =
(x 1 ; x 2 ; . . . ; x L ) . In convolution layer, we use W R (i ) ∈ R 

k ×d to repre-

sent the i th convolution filter and br (i ) ∈ R to represent the bias

term accordingly, where k is the context window size of the fil-

ter. Filter WR ( i ) will slide through the sentence s to get the latent

features of sentence s . The sliding process can be represented as:

z (i ) 
l 

= σ (W R 

(i ) ∗ s l : l + k −1 + br (i ) ) , (1)

where z (i ) 
l 

is the feature extracted by filter WR ( i ) from word x l to

word x l+ k −1 . Hence, the latent features of the given sentence s are

denoted as: z (i ) = [ z (i ) 
1 

, . . . , z (i ) 
L −k +1 

] . In order to extract keyword in-

formation of the sub-sentence, we apply the max-pooling opera-

tion to reserve the most prominent feature of filter WR ( i ) and de-

note it as: 

z (i ) 
max = max { z (i ) } = max { z (i ) 

1 
, . . . , z (i ) 

L −k +1 
} . (2)

We use multiple filters to extract multiple features. Therefore,

the relation pattern of the given sub-sentence is represented as:

R s = [ z (1) 
max , ..., z 

(nr) 
max ] , where nr is the number of filters on RPE mod-

ule. 

3.2.2. Relation pattern extraction based on LSTM 

LSTM is useful in capturing long distance relationship in differ-

ent fields and it also shows powerful ability on extracting syntac-

tical information of sentences [17–19] . Besides, the sentences with

same relation label always share the similar expressions, which can

be reflected by the syntactical information of sentences. With this

motivations, we adopt LSTM to get the relation pattern informa-

tion. Unlike previous work, we use a bi-directional long short-term
Please cite this article as: S. Zheng et al., A neural network framewo

pattern, Knowledge-Based Systems (2016), http://dx.doi.org/10.1016/j.kn
emory networks (BLSTM) to represent the sub-sentence between

he given entities. Because it is mostly sufficient to use only the

ords between the two given entities [8,9] . Besides, the relation-

hip between the given entities has the directional properties. For

xample, “Cause-Effect(e1,e2)” and “Cause-Effect(e2,e1)” are differ-

nt relations. 

The bi-directional LSTM model we used to extract relation pat-

ern are shown in Fig. 3 . It has five kinds of layers: input layer,

ord embedding layer, forward hidden layer, backward hidden

ayer and the concatenate layer. The input layer encodes words into

-hot representation from the input sentence. Then the word em-

edding layer converts the word with 1-hot representation to an

mbedding vector. Hence, a sequence of words can be represented

s X = { x 1 , x 2 , . . . x t−1 , x t . . . x L } , where x i ∈ R 

d is the d -dimensional

ord vector corresponding to the i th word in the sentence and L

s the length of the given sentence. After word embedding layer,

here are two parallel LSTM layers: forward hidden layer and back-

ard hidden layer. At each time-step t , the forward hidden layer

ill compute a hidden representation fh t of the sub-sentence that

ontains words from x 1 to x t . The backward hidden layer will com-

ute a hidden representation bh t of the sub-sentence that con-

ains words from x L to x t . At last, we merge the hidden represen-

ations of forward and backward layers by concatenating bh 1 and

h n . Hence, the representation of relation pattern can be denoted

s R s = [ bh 1 , f h n ] . 

The LSTM architecture consists of a set of recurrently connected

ubnets, known as memory blocks. Each time-step in forward hid-

en layer and backward hidden layer is a LSTM memory block. A

lock contains one or more self-connected memory cells and three

ultiplicative units: the input, output and forget gates. These gates

rovide continuous analogues of write, read and reset operations

or the cells [32] . Fig. 4 provides an illustration of a LSTM mem-

ry block with a single cell. Each memory block takes a previous
rk for relation extraction: Learning entity semantic and relation 
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Fig. 4. LSTM memory block with one cell. 
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max (ze . . . ze ) 
idden vector h t−1 and a current input word embedding x t then

omputes current hidden vector h t , which can shortly defined as:

f h t = LST M( f h t−1 , x t ) and bh t = LST M(bh t+1 , x t ) . The detail opera-

ion of a LSTM memory block can be defined as follows: 

 t = δ(W xi x t + W hi h t−1 + W ci c t−1 + b i ) , (3)

f t = δ(W x f x t + W h f h t−1 + W c f c t−1 + b f ) , (4)

 t = tanh (W xc x t + W hc h t−1 + b c ) , (5)

 t = f t c t−1 + i t z t , (6)

 t = δ(W xo x t + W ho h t−1 + W co c t + b o ) , (7)

 t = o t tanh (c t ) , (8)
Fig. 5. The module of entity semantic extrac

Please cite this article as: S. Zheng et al., A neural network framewo

pattern, Knowledge-Based Systems (2016), http://dx.doi.org/10.1016/j.kn
here i, f and o are the input gate, forget gate and output gate re-

pectively, b is the bias term, c is the cell memory and W is the pa-

ameters. In forward hidden layer, fh t corresponds to h t and f h t−1 

orresponds to h t−1 . In backward hidden layer, bh t corresponds to

 t and bh t+1 corresponds to h t−1 . 

.3. The module of entity semantic extraction 

The semantic properties of given entities contribute to reduce

he impact of confusing relations. In this module, we focus on ex-

racting the semantic properties of given entities based on their

ontextual words. 

Word embeddings have been shown to preserve the semantic

nd syntactic information of words. But if we come across the un-

nown entity words, we still cannot obtain their semantic infor-

ation from word embeddings. Fortunately, the properties of given

ntities can be reflected by their surrounding words. Different en-

ities have different dependency on their contextual words. Some

ntities’ property may be reflected by the former (next) one word,

ome may be reflected by the former (next) two words or more.

ased on these motivations, we propose a mixture CNNs (MixCNN)

o capture the semantic properties of entities as Fig. 5 shows. 

We set entity word as the center, and select the sub-sentences

ith different scales around the entity as the entity’s contexts. Ex-

racting the entity’s semantic properties is mining the semantics

f these contexts. We also use CNN to extract the entities’ contex-

ual features. As Fig. 5 shows that CNN ± 1 focuses on extracting

he contextual semantic which is from word “early” to word “of”.

NN ± j mines the semantic information of context, which con-

ains 2 ∗j surrounding words of entity “history”. The architectures

f CNNs we used here are the same as Section 3.2 described. We

se W E1 (i ) 
j 

to represent the i th filter of CNN ± j on the ESE mod-

le for entity e1 and W E2 (i ) 
j 

to represent the i th filter of CNN ±
 on the ESE module for entity e2 . Entity e1 ’s feature extracted by

 E1 (i ) 
j 

are denoted as ze (i ) 
j 

. Hence, the j th contextual information

f entity e1 can be represented as E1 j = [ ze (1) 
j 

, . . . , ze (ne ) 
j 

] , where

e is the number of filters on ESE module. Considering that dif-

erent entities have different dependency on the contextual words,

e apply a kind of max-pooling operation to merge the features

xtracted by CNN ± (1 , 2 . . . j) . Namely, 

1 s = 

⎛ 

⎝ 

max (ze (1) 
1 

. . . ze (1) 
j 

) 

. . . . . . . . . 
(n ) (n ) 

⎞ 

⎠ . (9) 
1 j 

tion based on mixture CNN (MixCNN). 
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3.4. Output layer and objective function 

After obtaining the semantic properties of given entities and

relation pattern, we then merge these features by a concatenate

manner which can be denoted as f = [ E1 s , R s , E2 s ] . The output

layer is the softmax classifier [34] with dropout [35] : 

y = W · ( f ◦ r) + b, (10)

p i = 

exp(y i ) 
m ∑ 

j=1 

exp(y j ) 

, (11)

where W ∈ R 

m ×(nr+2 ·ne ) is the weights between the merge layer

and the layer of labels. m is the total number of relation classes.

Symbol ◦ denotes the element-wise multiplication operator and

r ∈ R 

(nr+2 ·ne ) is a binary mask vector drawn from Bernoulli with

probability ρ . Dropout guards against overfitting and makes the

model more robust. In Formula 11 , p i means the probability that

the merge features reflect the relation i . 

The objective of the method is to minimise the cross entropy

errors between the distribution of predicted labels and the distri-

bution of actual labels. It is defined as: 

L = −
∑ 

s ∈ S 

m ∑ 

i =1 

−log(P (y i | s, �)) , (12)

where S is the sentences in training set and y i is the cor-

rect class of the given sentence s. � is the parameters of the

model. The parameters of MixCNN + CNN can be concluded

as: �cnn = { X, W R (i ) , br (i ) , W E1 (i ) 
j 

, be 1 (i ) 
j 

, W E2 (i ) 
j 

, be 2 (i ) 
j 

, W, b} .
Besides, the parameters of MixCNN + LSTM are �lstm 

= { X, W F (xi ) ,

 F (hi ) , b f (i ) , W F (ci ) , W F (x f ) , W F (c f ) , W F (h f ) , b f ( f ) , W F (xc) , W F (hc) , b f (c) ,

 F (xo) , W F (co) , W F (ho) , b f (o) , W B (xi ) , W B (hi ) , W B (ci ) , bb (i ) , W B (x f ) ,

 B (c f ) , bb ( f ) , bb (o) , bb (c) , W B (hc) , W B (xc) , W B (xo) , W B (co) , W B (ho) ,

 B (h f ) , W E1 (i ) 
j 

, be 1 (i ) 
j 

, W E2 (i ) 
j 

, be 2 (i ) 
j 

, W, b} . 
The model is optimized by using stochastic gradient descent

[36] . The gradients are obtained via backpropagation. Gradients are

backpropagated only through the unmasked units in the layer with

dropout. Besides, the learned parameters of weight, in the dropout

layer, need to be scaled by ρ such that W = ρ · W . 

4. Experimental setup 

4.1. Datasets 

The most widely used dataset for relation classification is

SemEval-2010 Task 8 dataset [3] . Hence, we use SemEval-2010 Task

8 dataset [3] to evaluate the performance of our method and an-

alyze the property of model. Besides, in order to further illustrate

the effectiveness of our method, we also conduct an auxiliary com-

parative experiments on a more sophisticated and difficult dataset:

ACE05 (Automatic Content Extraction program). 2 

SemEval-2010 Task 8 dataset contains 80 0 0 sentences for

training, and 2717 sentences for testing. There are 9 directional

relations and one additional “other” relation, which is used to

represent the relation that does not belong to any of the nine

main relations. The directional relations are “Cause-Effect(C-E)”,

“Component-Whole(C-W)”, “Content-Container(C-C)”, “Entity-

Destination(E-D)”, “Entity-Origin(E-O)”, “Instrument-Agency(I-A)”,

“Member - Collection(M-C)”, “Message-Topic(M-T)” and “Product-

Producer(P-P)”. Especially, “Cause-Effect(e1,e2)” and “Cause-

Effect(e2,e1)” are different relations. The “Cause-Effect(e1,e2)”
2 http://www.itl.nist.gov/iad/mig//tests/ace/ . 

 

 

Please cite this article as: S. Zheng et al., A neural network framewo

pattern, Knowledge-Based Systems (2016), http://dx.doi.org/10.1016/j.kn
eans that e1 causes e2 and “Cause-Effect(e2,e1)” means e1 is

aused by e2. Hence, there are 19 relation classes in total. 

ACE05 is the dataset for entity mention extraction and re-

ation extraction tasks. In this paper, we only use it to ver-

fy the effectiveness of our method on the relation extrac-

ion task. It has 6 coarse-grained relation types: “Person-

ocial”, “Agent-Artifact”, “GPE-Affiliation”, “Part-Whole”, “PHYS”

nd “Employment-Organization”. The opposite directions of same

elation are also considered to be two classes. We also add a

on-relation classes, so there are 13 relation classes in total. The

entences in ACE05 are more complex than SemEval-2010 and

he given entities can be pronoun word or other irregular words,

hich makes the task more difficult. The training dataset contains

0,152 sentences, and the size of testing dataset is 12,534. 

.2. Metric 

To compare the performance of different methods, we adopt the

fficial metric, the macro-averaged F1 score defined by Hendrickx

t al. [3] . The metric computes the macro-averaged F1-scores for

he actual relations (excluding other) and takes the directionality

nto consideration. 

.3. Baselines 

The existing methods used in these two datasets are different.

n order to better compare the experiment in two datasets, we set

p the most appropriate baselines for each of the datasets accord-

ngly. 

.3.1. Baselines for SemEval-2010 Task 8 

The baselines used in SemEval-2010 are recent published meth-

ds. They can be cast into two main categories: the handcrafted

eature based methods and the neural network based methods. 

The handcrafted feature based methods are proposed by Rink

t al. [4] . All of these methods use a considerable amount of re-

ources (WordNet, ProBank, and FrameNet, for example) and em-

loy SVM [22] or MaxEnt [23] as the classifier. The results of hand-

rafted feature based methods are shown in the first five rows of

able 4 . 

The neural network models are Convolutional Neural Net-

ork (CNN) based methods [7,9,13,25] , Recursive Neural Net-

orks(RecNN) based methods [5,27] and Long Short Term Memory

etworks (LSTM) based methods [8,28] . 

• CNN [7] is the early work that exploits a convolutional deep

neural network to extract lexical and sentence level features for

the task of relation classification. Besides, it uses a special posi-

tion vector that indicates the relative distances of current input

word to two marked entities. 

• CR-CNN [9] also applies convolutional neural network to clas-

sify relation classes. Instead of using softmax function on the

top layer of CNN, [9] employs a pair-wise ranking strategy to

reduce the effect of the confusing relation “Other”. 

• depLCNN [13] learns relation representations from shortest de-

pendency paths through a convolution neural network. Besides,

it also proposes a negative sampling strategy to improve the as-

signment of subjects and objects and can achieve the state-of-

the-art results by using the external resources such as WordNet.

• RNN [5] introduces a recursive neural network model that

learns compositional vector representations for sentences. Then

it uses the sentences representations for the task of relation

classification. 

• MV-RNN [5] finds the path between the two entities in the con-

stituent parse tree and learns the distributed representation of

its highest node. It uses node’s vector as feature to classify the

relationship. 
rk for relation extraction: Learning entity semantic and relation 
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Table 2 

Hyper parameters of MixCNN + CNN. 

Parameter Parameter description Parameter value 

d Dimension of word embedding 300 

nr The filter number of CNN in RPE module 300 

ne The filter number of CNN in ESE module 10 0 0 

k Context window size of RPE module 20 

j The number of CNNs in ESE module 4 

ρ The ratio of dropout in merged layer 0 .3 

Table 3 

Hyper parameters of MixCNN + LSTM. 

Parameter Parameter description Parameter value 

d Dimension of word embedding 300 

| fh | Hidden units number of forward layer 200 

| bh | Hidden units number of backward layer 200 

ne The filter number of CNN on ESE module 100 

j The number of CNNs on ESE module 4 

ρ The ratio of dropout in merged layer 0 .3 
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Table 4 

Comparison of methods with adding different external resources on SemEval- 

2010 Task 8 dataset. The external resources can be WordNet or other informa- 

tion obtained by NLP tools. Different resources have different effect on improv- 

ing the predicted results. To better illustrate the effectiveness of our method, 

we do not use any external information except word embedding in this exper- 

iment. 

Method External resources F1(%) 

SVM [4] POS, stemming, syntactic patterns 60 .1 

SVM [4] word pair, words in between 72 .5 

SVM [4] POS, stemming, syntactic patterns, WordNet 74 .8 

MaxEnt [4] WordNet,Google n-grams,morphological... 77 .6 

SVM [4] WordNet,FrameNet, morphological ... 82 .2 

RNN [5] – 74 .8 

RNN [5] POS, NER, WordNet 77 .6 

MVRNN [5] – 79 .1 

MVRNN [5] POS, NER, WordNet 82 .4 

FCM [6] – 80 .6 

FCM [6] Dependency parse, NER 83 .0 

SDP-LSTM [8] – 82 .4 

SDP-LSTM [8] POS, WordNet, Grammar relation 83 .7 

CNN [7] – 69 .7 

CNN [7] WordNet 82 .7 

depLCNN [25] – 81 .3 

depLCNN [25] Negative sampling 84 .0 

depLCNN [25] WordNet 83 .7 

depLCNN [25] WordNet,Negative sampling 85 .6 

CNN + softmax [9] – 82 .5 

CNN + CR [9] – 84 .1 

MixCNN + LSTM – 83 .8 

MixCNN + CNN – 84 .8 
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• SDP-LSTM [8] leverages the shortest dependency path (SDP)

between two entities. Multichannel recurrent neural networks,

with long short term memory (LSTM) units, pick up heteroge-

neous information along the SDP. It is the first to use LSTM-

based recurrent neural networks for the relation classification

task. 

• FCM [6] decomposes the sentence into substructures and ex-

tracts features for each of them, forming substructure embed-

dings. These embeddings are combined by sum-pooling then

input into a softmax classifier. 

.3.2. Baselines for ACE05 

In recent years, neural network models have made significant

rogress in the task of relation classification. Therefore, the base-

ines used in ACE05 dataset are the representative neural networks.

• CNN [10] is the classic convolutional neural network with the

sub-sentence as input. 

• BLSTM [28] is a bidirectional LSTM networks to learn the sen-

tence level features, and classify relations. 

• Att-BLSTM [37] is the newest method to do the task of relation

classifications. It is an attention-based bidirectional Long Short-

Term Memory Networks, which can capture the most important

semantic information in a sentence. 

.4. Hyper parameter settings 

In this paper, we propose two kinds of neural network

ased model to extract relation. The hyper parameters used in

ixCNN + CNN are summarized in Table 2 and MixCNN + LSTM’s pa-

ameter are shown in Table 3 . These two models share the same

rchitecture of ESE module. Most parameters of ESE module in

ixCNN + CNN and MixCNN + LSTM are kept same. Especially, in the

SE module, we set a series of CNNs to model entities’ contextual

nformation. The context window size of each CNN on ESE module

s set to 5. If the length of input is less than 5, the context window

ize is set to the length of the input. 

. Results 

Most of works on relation classification only use the SemEval-

010 Task 8 dataset and few works use other dataset such as

CE05 dataset. Therefore, we set up the primary contrast experi-

ent on SemEval-2010 Task 8 and use the contrast experiment on

CE05 to further illustrate the effectiveness of our method. 
Please cite this article as: S. Zheng et al., A neural network framewo

pattern, Knowledge-Based Systems (2016), http://dx.doi.org/10.1016/j.kn
.1. Primary contrast experiment on SemEval-2010 Task 8 

We compare our method with the baselines which are recently

ublished for the SemEval-2010 Task 8. In order to achieve state-

f-the-art results, some approaches need to add external informa-

ion such as: Word-Net, FrameNet or other NLP resources, which

s actually an unfair comparison. Different external resources have

ifferent effect on improving the predicted results. What’s more,

ethods using external information have limitations. For example,

f a method uses WordNet, it only suits for the task in English. To

etter illustrate the effectiveness of our method, we do not use any

xternal information except word embedding in this experiment.

e report the results of different methods as Table 4 shows. 

In Table 4 , only using word embedding as input features,

ixCNN + CNN achieves F1 of 84.8%, which is the best results com-

aring with other methods. MixCNN + LSTM can also achieve F1

f 83.8%, when compared with most of baselines without adding

ifferent external resources. It shows that joint learning of enti-

ies’ semantic properties and relation keywords is good for the

ask of relation classification. Besides, MixCNN + CNN is better than

ixCNN + LSTM, which means that extracting the keyword infor-

ation in the sub-sentence is more effective than representing

ub-sentence’s syntactical information. 

Zeng et al. [7] is the early work that uses CNN to classify re-

ation. Although Zeng et al. [7] can extract sentence level features,

t cannot achieve good results when only using word embedding

eatures. dos Santos et al. [9] also employs a kind of CNN method,

alled CR-CNN, to do the task by proposing a new pairwise ranking

oss function. It can achieve the result of 84.1%. The pairwise rank-

ng loss function can reduce the impact of “Other” class. If it uses

og-loss instead of the task-specific pairwise ranking loss function,

he F1 value is only 82.5% which also has two percentage points

orse than MixCNN + CNN and one percentage points worse than

ixCNN + LSTM. Although MixCNN + CNN uses the softmax, it can

e also superior to CR-CNN with the pairwise ranking loss func-

ion. Xu et al. [25] combines the dependency path and CNN to rep-

esent the sentence and can achieve the results of 81.3%. 
rk for relation extraction: Learning entity semantic and relation 
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Table 5 

Comparison results on ACE05 dataset without us- 

ing any external resources. 

Methods Prec.(%) Rec.(%) F1(%) 

CNN [10] 54 .3 45 .6 49 .2 

BLSTM [28] 52 .6 45 .9 48 .4 

Att − BLST M[37] 57 .64 44 .35 49 .6 

MixCNN + LSTM 65 .5 41 .6 50 .9 

MixCNN + CNN 60 .0 48 .4 53 .6 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 6 

Comparison of ACC and NMI of K-means cluster algorithm based on different re- 

lation representations on SemEval-2010 Task 8. 

Dataset Train Test 

Relation embedding R v R ese R v R ese 

ACC(%) 27 .0 ± 1.1 76 .2 ± 5.1 24 .0 ± 1.0 60 .1 ± 2.9 

NMI(%) 22 .2 ± 0.8 84 .7 ± 1.9 20 .6 ± 0.7 61 .7 ± 0.9 
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Apart from the CNN methods, there are many sequential neu-

ral networks [5,8] , which achieve results from 74.8% to 82.4%.

Xu et al. [8] also uses the LSTM model to extract relationship.

Instead of modeling the sub-sentence between the two entities,

it leverages the shortest dependency path between two enti-

ties. MixCNN + LSTM can have 1.4% improvement when compared

with SDP-LSTM [8] without using any resources. What’s more,

MixCNN + LSTM is also better than SDP-LSTM even if SDP-LSTM

uses the resources: POS, WordNet, Grammar relation. It shows the

importance of considering entities’ semantic information. 

We also compare our methods with this baselines by adding

external resources in Table 4 . Although we do not use any ex-

ternal information except word embeddings, our method still de-

feats most baselines which use lexical resources or NLP tools. If Xu

et al. [25] only uses a negative sampling strategy to increase the

number of training samples, MixCNN + CNN can still has + 0.8% im-

provement over depLCNN. Besides, our method is better than de-

pLCNN [25] when depLCNN only adds the WordNet information.

If Xu et al. [25] uses WordNet and negative sampling strategy si-

multaneously on depLCNN, we can still get comparable results to

theirs under the circumstance that our training set is the half of

theirs and without using WordNet. 

5.2. Auxiliary contrast experiment on ACE05 

The results of different methods on ACE05 dataset are shown

in Table 5 . These methods all do not use any external informa-

tion except word embedding. The texts in ACE05 are more com-

plex than SemEval-2010, so the F 1 results on ACE05 are worse than

SemEval-2010. In spite of the difficulty of the task on ACE05, our

methods can also achieve the state-of-the-art results when com-

paring with these representative neural networks. It shows the ro-

bustness and general applicability of our approaches. Our method

M ixCNN + LST M has a +1% improvement over other LSTM-based

methods ( BLSTM [28] , Att − BLST M [37] ) and MixC NN + C NN has a

+4% improvement over the classic CNN [10] method. The main dif-

ference is that our model contains an entity semantic extraction

module which can better capture the given entities information

and improve the relation classification result. 

5.3. The effectiveness for extracting entity semantic 

In this paper we are not only focusing on achieving the state-

of-the-art results on relation classification without using any ex-

ternal information but also providing an effective manner to ex-

tract the semantic properties of given entities. In order to further

illustrate the effectiveness of ESE module on representing the se-

mantic properties of given entities, we also conduct cluster ex-

periments. We use ESE ( e ) to represent the semantic embedding

of entity e that is extracted by module ESE. Hence the seman-

tic relation between an entity pair ( e 1, e 2) can be denoted as

R ese (e 1 , e 2) = E SE (e 1) − E SE (e 2) . 

Word embeddings have been empirically shown to preserve

semantic relation between words [20] . For example, v (king) −
v (queen ) ≈ v (man ) − v (woman ) . v ( w ) is the word embedding of
Please cite this article as: S. Zheng et al., A neural network framewo

pattern, Knowledge-Based Systems (2016), http://dx.doi.org/10.1016/j.kn
ord w . We use R v (e 1 , e 2) = v (e 1) − v (e 2) to represent semantic

elation between e 1 and e 2, which is produced by word2vec. Here,

e use R v ( e 1, e 2) as our baseline. 

Given the datasets, we obtain the relation embeddings of each

ntity pair: R i ese (e 1 , e 2) and R i v (e 1 , e 2) . Then we employ the K-

eans algorithm [38] to cluster relation embeddings produced by

he above manners. The clustering performance is evaluated by

omparing the clustering results of texts with the relation labels

rovided by the datasets. Two metrics, the accuracy (ACC) [39] and

he normalized mutual information metric (NMI) [40] , are used to

easure the clustering performance [41] . Given a text x i , let c i be

he predicted cluster label and y i be the true label provided by cor-

us. Then the accuracy is defined as: 

CC = 

∑ n 
i =1 δ(y i , c i ) 

n 

, (13)

here n is the size of dataset and δ( x, y ) is the indicator function

hat equals one if x = y and equals zero otherwise. 

Normalized mutual information is a popular metric used for

valuating clustering tasks. It is defined as: 

MI ( Y,C ) = 

MI ( Y,C ) √ 

H ( Y ) H ( C ) 
, (14)

here MI ( Y,C ) is the mutual information between the predicted

abel set Y and the target label set C . H (.) is the entropy and
 

H ( Y ) H ( C ) is used for normalizing the mutual information [41] . 

We run 100 times for each experiment and obtain the final re-

ults on dataset SemEval-2010 Task 8 as Table 6 shows. The ex-

erimental results show that R ese significantly better than R v on

oth the accuracy (ACC) and the normalized mutual information

NMI) metrics. Although word embeddings can preserve the se-

antic and syntactic information of words, when we come across

he unknown entity words, word embedings can do nothing. Be-

ides, word embeddings contain much complex semantic informa-

ion, so the semantic relation of word embedding is not obvious.

SE extracts the semantic properties of given entities by using

heir contextual information, which can solve the problem of un-

nown entity words. Furthermore, ESE focuses on mining relation

roperties of entities instead of modeling the complex semantic

nd syntactic information. Therefore, the R ese is significantly better

han R v . 

We also visualize the clustering results by using t-SNE [42] as

ig. 6 shows. In the embedding space produced by ESE, the entity

airs with same relation are more close to each other and the en-

ity pairs with different relation are far from each other. On the

ontrary, there is no such obvious rule in the word embedding

pace produced by word2vec. The results further illustrate the ef-

ectiveness of ESE module on representing the semantic properties

f given entities. 

. Analysis and discussion 

In order to extract the relation patterns and obtain the seman-

ic properties of given entities, we set two modules: RSE described

n Section 3.2 and ESE in Section 3.3 . In this section, we focus on

nalyzing the properties of these two modules and discussing how
rk for relation extraction: Learning entity semantic and relation 
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Fig. 6. The t-SNE visualization of the relation embeddings on SemEval-2010 Task 8. Figure (a) and Figure (c) are the relation embeddings produced by word2vec on training 

set and testing set. Figure (b) and Figure (d) are produced by ESE module. 

Table 7 

Comparisons of the RPE module with different 

configurations on SemEval-2010 Task 8. 

Methods Prec.(%) Rec.(%) F1(%) 

RPE 1 cnn 72 .4 74 .5 73 .3 

RPE cnn 80 .9 84 .6 82 .6 

RPE 1 lstm 69 .90 72 .14 71 .4 

RPE lstm 81 .6 85 .0 83 .2 

RPE 1 lstm + E SE 78 .9 87 .2 82 .8 

MixCNN + LSTM 79 .1 89 .4 83 .8 

RPE 1 cnn + E SE 81 .3 84 .2 82 .7 

MixCNN + CNN 83 .1 86 .6 84 .8 
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ur method improves the final results on relation classification. Es-

ecially, SemEval-2010 Task 8 is the most widely used and author-

tative dataset for relation classification task. Hence, the following

nalysis experiments are all conducted on the dataset. 

.1. RPE analysis 

In the relation pattern extraction module (RPE), we set up two

inds of models to model the sub-sentence between the given two

ntities. The CNN-based model which focuses on extracting key-

ord information and the LSTM-based model which focuses on

epresenting sentence’s syntactical information. 

Based on dos Santos et al. [9] and Xu et al.’s [8] analysis and

ur observations, extracting the sub-sentence information between

iven entities can better capture the relation pattern in the sen-

ence when compared with learning a semantic embedding of the

hole sentence. Hence, we also compare the results of full sen-

ence configuration which is marked as RPE1. At first, we allow RPE

odule with different configurations to perform the task of rela-

ion classification. In addition to testing the effects of RPE module

lone, we also test their combinations with ESE as Table 7 shows.

n this paper, our method is the combination of RPE and ESE. 

From Table 7 , we know that RPE cnn and RPE lstm 

can also achieve

omparable results of F1 when compared with most of the base-

ines, which shows the validity of these two specific RPE mod-
Please cite this article as: S. Zheng et al., A neural network framewo

pattern, Knowledge-Based Systems (2016), http://dx.doi.org/10.1016/j.kn
ls. Besides, when compared with RPE1 that extracts the relation

attern from full sentence, RPE can achieve a + 10% improvement.

hen combined with ESE module, MixCNN + LSTM can have one

ercentage improvement than RP E 1 lstm 

+ E SE and MixCNN + CNN

ave about two percentage improvement than RP E 1 cnn + E SE .

hese results match our observations and dos Santos et al. [9] and

u et al.’s [8] analysis that most relation patterns can be reflected

y the sub-sentence between the given two entities. 

The combination of RPE and ESE can bring about 10 points of

mprovement when compared with using RPE1 alone and can also

etter than using RPE alone. It shows the complementarity of the

wo modules as well as the necessity of module integration. Per-

aps surprisingly, RPE lstm 

is better than RPE cnn , but MixCNN + CNN

etter than MixCNN + LSTM. One explanation is that the comple-

entarity between RPE cnn and ESE is better than that of RPE lstm 

nd ESE. 

.2. ESE analysis 

We propose ESE module to extract the semantic properties of

iven entities based on their contextual words. In order to better

llustrate the effectiveness of ESE module we proposed, we com-

are the ESE module with its variations. We directly use entity

ord embedding to represent entity information which denoted

s EE. The ESE module uses a kind of mixture CNN to capture

he semantic properties of entities. Hence, we also use a single

NN model to extract the semantic properties of entities based on

ifferent contextual words. The CNNi extracts entities’ information

ased on the context that contains 2 ∗i surrounding words of en-

ity words. At first, we allow each variation to perform the task of

elation classification alone. Then, we test their combinations with

PE cnn as Table 8 shows. 

From Table 8 , we can see that ESE(MixCNN) achieves F1 of

3.1%, which is the best result when compared with other varia-

ions. Besides, the results of CNNs are all better than EE method

hich only uses the word embeddings. It shows the validity of

ixture CNN and limitations of only using word embedings infor-

ation on the task of relation classification. When combined with
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Fig. 7. The distribution of the predicted results for each relation class on SemEval-2010 Task 8. The horizontal axis is the target relation and each target relation corresponds 

to a column of predicted relations. Point (X,Y) means the ratio that the target relation is X and the predicted relation is Y. The sum of each column value equal to 1. 

Table 8 

Comparison of ESE module and its variations on 

SemEval-2010 Task 8. 

Methods Prec.(%) Rec.(%) F1(%) 

EE 65 .4 58 .5 61 .5 

CNN 1 72 .1 73 .9 72 .9 

CNN 2 77 .1 79 .2 78 .1 

CNN 3 80 .5 83 .4 81 .9 

CNN 4 80 .5 83 .7 82 .1 

ESE ( MixCNN ) 81 .8 84 .6 83 .1 

EE + RPE cnn 80 .6 82 .8 81 .6 

CN N 1 + RPE cnn 81 .3 83 .7 82 .5 

CN N 2 + RPE cnn 81 .1 83 .9 82 .5 

CN N 3 + RPE cnn 82 .7 85 .0 83 .8 

CN N 4 + RPE cnn 82 .0 85 .3 83 .6 

MixCNN + CNN 83 .1 86 .6 84 .8 
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RPE cnn , ESE and its variations are all improved. The combination

of RPE cnn and ESE achieves the best results. It further verifies the

effectiveness of our framework. 
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.3. Error analysis 

We conduct extensive qualitative and quantitative analysis of

rrors to better understand our method in terms of learning

nd predicting quality. We visualized the MixCNN + CNN’s and

ixCNN + LSTM’s predicted results as Fig. 7 shows. 

The diagonal region indicates the correct prediction results and

he other regions reflect the distribution of error samples. From

ig. 7 , we can see that these two specific models, which are based

n our proposed framework, are consistent. The highlighted diag-

nal region means that our method can perform well on each re-

ation class. However, we also can see that the distribution of pre-

icted relation is relatively dispersed on the last column of “Other”.

esides, most of the specific relation classes can be predicted as

he “Other”, which reflected from the last row shows in Fig. 7 . The

lass of “Other” is a kind of confusing and heterogeneous class.

t contains many different kinds of relation classes. Although our

ethod can reduce the impact of confusing classes, it still need

urther improvement for the class of “Other”. Apart from the class

Other”, the class “I-A(e1,e2)” performs worse than the other 17

lasses. Based on our observations, we find there are many sam-

les in the class “I-A(e1,e2)” have the property that the given two

ntities are usually close to each other at the beginning of a sen-
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ence. For examples: “Elevator(e1) operator(e2) is a meditation on

he . . . ” and “Camera(e1) operator(e2) is that person . . . ”. There is

o indicative words between two entities and there are few con-

extual words around entities, So our framework is inadequate to

eal with this case. 

.4. Discussion 

The motivation of our work is to jointly learn the expression

roperty of relations and entities’ semantics, which is benefit for

ecognising entities’ relationships. To achieve this target, we design

 novel unified neural network framework for relation extraction

nd it contains RPE and ESE module. 

RPE module aims to extract the expression property of rela-

ions, which are also called relation pattern here. The key words

nformation and sentence’s syntactical information both can indi-

ate the relation pattern of a given sentence. Thus, we design two

inds of structures to extract key words information and syntac-

ical information respectively. The CNN-based method contains a

onvolution layer, which can aggregate peripheral lexical informa-

ion, and a max pooling layer that can extract the most significant

eatures. Besides, we focus on the sub-sentence between two enti-

ies instead of the full sentence, which can narrow the range of ex-

raction. Hence, CNN-based method can extract the key words in-

ormation which imply the relation pattern. The other structure is

STM-based method that is a recurrent neural network. The words

n a sentence are input into the LSTM model in order. The LSTM-

ased model capture the syntactic properties of sentence and the

ong-distance relationships of words. Therefore, it can learn the

yntactical characteristics of expression. When we compare these

wo structures with other configurations as Table 7 , the results ver-

fy the effectiveness of our motivation. 

Since the semantic properties of given entities are related to

heir contextual words, we set a novel mixture CNN model (Mix-

NN) to learn the semantics of entities. As we analyzed above,

NN is able to extract the key word information of a given sen-

ence. Thus, each CNN in MixCNN focus on mining crucial back-

round information from different ranges. Then a max pooling

ayer is used to merge these background information to get the

ost related features. Section 5.3 has proved that the ESE module

an represent the semantic properties of the given entities effec-

ively, when comparing word embeddings produced by word2vec.

esides, Table 8 also show that the mixed convolution manner is

etter than using a single CNN. 

Furthermore, merging these two modules brings about 2 points

f improvement in F 1 value, which shows the complementarity of

he two modules as well as the necessity of module integration. 

. Conclusion 

In this paper, we propose a neural network based framework

or the task of relation classification, which is an unified model

y jointly learning entities’ semantic properties and relation pat-

erns. We set up two specific models based on this framework, the

NN-based model and LSTM-based model. The CNN-based model

ocuses on extracting keyword information that can reflect the re-

ation pattern and the LSTM-based model focuses on represent-

ng sentence’s syntactical information which can be beneficial to

nd the similar expressions. The models can achieve the state-of-

he-art results on the SemEval-2010 Task8 dataset and the ACE05

ataset without using any external information. Besides, we also

onduct experiments to show that the entity embedding generated

y our approach can reflect the relation properties of given enti-

ies. 

Although our method can help to reduce the impact of the con-

using relation, it still need further improvement for the class of
Please cite this article as: S. Zheng et al., A neural network framewo

pattern, Knowledge-Based Systems (2016), http://dx.doi.org/10.1016/j.kn
Other”. In the future, we will focus on solving the problem of the

pecial class “Other” and test our method on more related datasets.
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