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Abstract
Many approaches have been proposed to predict punctuation
marks. Previous results demonstrate that these methods are ef-
fective. However, there still exists class imbalance problem dur-
ing training. Most of the classes in the training set for punctua-
tion prediction are non-punctuation marks. This will affect the
performance of punctuation prediction tasks. Therefore, this
paper uses a focal loss to alleviate this issue. The focal loss can
down-weight easy examples and focus training on a sparse set
of hard examples. Experiments are conducted on IWSLT2011
datasets. The results show that the punctuation predicting mod-
els trained with a focal loss obtain performance improvement
over that trained with a cross entropy loss by up to 2.7% ab-
solute overall F1-score on test set. The proposed model also
outperforms previous state-of-the-art models.
Index Terms: focal loss, class imbalance, punctuation predic-
tion, speech recognition

1. Introduction
Automatic speech recognition (ASR) systems mostly don’t gen-
erate punctuated sequences. This will degrade the readability of
the outputs and result in poor user experiences [1]. Thus it is
important to predict punctuation marks for speech transcripts.
Many efforts have been made to restore punctuation marks au-
tomatically. There are about three classes of these approaches:
prosody features [2, 3], lexical features [1, 4, 5, 6, 7, 8, 9, 10]
and the combination of the prior two [11, 12, 13, 14, 15, 16]
based methods. Since it is not difficult to get large scale text da-
ta, this paper only focuses on lexical features based approaches.

Many methods [1, 4, 5, 6, 7, 8, 9, 10] are proposed to predict
punctuation marks only using text data. One kind of methods is
that punctuation marks are viewed as hidden inter-word events
[17, 18, 19]. An n-gram language model (LM) is used to predict
punctuation marks. The other kind of methods is that punctua-
tion restoration is treated as a sequence labeling task [1, 7], in
which a punctuation mark is assigned to each word. Previous
studies [20, 1, 21] show that conditional random fields (CRF)
are better-suited to predict punctuation marks than the n-gram
LM based methods. Recently, some studies [22] demonstrate
that neural networks based models outperform the CRF based
models over purely lexical features. Unlike the previous meth-
ods, the lexical features of the neural networks are word em-
beddings. Bidirectional recurrent neural network with attention
mechanism (T-BRNN) is introduced by Tilk et al. [5] to im-
prove the performance of the punctuation prediction task. Yi
et al. [6] propose to distill knowledge from an ensemble of
models for predicting punctuation marks. Most recently, deep
recurrent neural networks with layer-wise multi-head attention-

s are used for punctuation restoration by Kim [8]. Some re-
searchers [9, 10] use bidirectional encoder representations from

Figure 1: Class distribution of the training set in IWSLT2011
datasets.

transformers (BERT) models to initialize models for predicting
punctuation marks.

The results demonstrate that the above-mentioned method-
s are effective and promising. However, datasets for predict-
ing punctuation marks exist class imbalance problem, such as
IWSLT2011 datasets. Figure 1 shows the class distribution of
the training set in IWSLT2011 datasets. There are four classes
in this datasets: O, COMMA, PERIOD and QUESTION. The
proportion of non-punctuation mark O is about 85.61%, while
the proportion of all punctuation marks (COMMA, PERIOD and
QUESTION) is only about 14.39%. Furthermore, the examples
of punctuation mark QUESTION are much less than that of oth-
er punctuation marks. This class imbalance problem will affect
the performance of punctuation prediction tasks.

Motivated by the success of focal loss for dense object de-
tection [23], this paper introduces a focal loss to alleviate the
class imbalance issue for punctuation prediction. The focal loss
focuses training on a sparse set of hard examples and down-
weights the loss assigned to well-classified examples. In ad-
dition, inspired by the state-of-the-art performance of the pre-
trained BERT model on many tasks [24, 10], this paper uses a
pre-trained BERT model to initialize a punctuation prediction
model as shown in Figure 2. The BERT model is trained by
fusing context from both left and right directions.

The main contributions of this paper is that the focal loss is
used to address class imbalance problem for punctuation predic-
tion tasks. Experiments are conducted on IWSLT2011 datasets.
The results show that the models trained with a focal loss ac-
quire performance gains against the models trained with a cross
entropy loss by up to 2.7% absolute overall F1-score on test
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set. The proposed method also obtains better performance gains
compared to previous state-of-the-art methods.

The rest of this paper is organized as follows. Section 2
reviews focal loss briefly. A pre-trained model trained with a
focal loss is presented in Section 3. Experiments and results are
described in Section 4. This paper is concluded in Section 5.

2. Review of focal loss
This section briefly introduces the definition of cross entropy
loss and focal loss.

2.1. Cross entropy loss

The cross entropy (CE) loss is introduced for multi-class classi-
fication. The CE loss is defined as:

LCE = −
K∑

k=1

tklog pk (1)

where k denotes the index of a class label, K is the total num-
ber of categories, pk is the predicted probability of label k, tk
denotes the target probability of label k.

As shown in equation 2, where tk = 1 if k belongs to the
corresponding ground-truth class yk, else it is 0.

tk =

{
1 if k = yk

0 otherwise.
(2)

2.2. Focal loss

In order to address the class imbalance problem encountered
during training, Lin et al. [23] propose to add a modulating
factor β = (1 − pk)

γ to the standard CE loss LCE, with a
tunable focusing parameter γ � 0. So the focal loss (FL) is
defined as:

LFL = −
K∑

k=1

(1− pk)
γtklog pk (3)

Thus the reshaped loss function LFL can down-weight easy
examples and focus training on hard examples. When an exam-
ple is misclassified and pk is small, the modulating factor β is
near 1 and the loss is unaffected. As pk is near 1, β goes to 0
and the loss for well-classified examples is down-weighted.

The focusing parameter γ smoothly adjusts the rate at
which easy examples are down-weighted. When γ = 0, FL
is equivalent to CE loss. The effect of the modulating factor
β is increased when γ is increased. Intuitively, β reduces the
loss contribution from easy examples. Meanwhile, it extends
the range in which an example receives low loss.

3. Focal loss for pre-trained model
Generally, datasets for predicting punctuation marks exist class
imbalance problem. Most of the classes in the training set are
non-punctuation marks. This will affect the performance of
punctuation prediction tasks. Inspired by the success of focal
loss for dense object detection [23], the focal loss is used to
alleviate the class imbalance problem for the punctuation pre-
diction task.

Additionally, motivated by the state-of-the-art performance
of the pre-trained BERT model on many tasks [24, 9, 10], this
paper tries to transfer parameters from a pre-trained BERT to a
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Figure 2: Focal loss for punctuation prediction model with
transferred BERT parameters.

punctuation prediction model. Thus the model can learn bidi-
rectional knowledge.

The architecture of the proposed model is shown as Figure
2. The inputs of the model are words, e. g. “Tom what are you
doing”, while the outputs of the model are punctuation marks,
such as “COMMA O O O QUESTION”. More details of punc-
tuation marks are presented in Section 4.1. The model consists
of task shared layers and task specific layers.

The task shared layers are transferred from the pre-trained
BERT model [24], which has a stack of N identical layers as
shown at the bottom of Fig. 2. Each layer has two sub-layers.
The first is a multi-head self-attention mechanism. The second
is a fully connected feed-forward network. A residual connec-
tion is employed around each of the two sub-layers, followed
by layer normalization. More details are introduced in [25, 24].

The task specific layers are used for a punctuation predict-
ing task. It is a simple classifier, which has a linear layer and a
softmax layer. The output labels of the classification layer are
punctuation marks and one non-punctuation mark.

The proposed model is trained with a focal loss. Intuitively,
the modulating factor β = (1 − pk)

γ in the focal loss LFL

reduces the loss contribution from easy examples and increases
the importance of correcting misclassified examples.

4. Experiments
A series of experiments are conducted on English IWSLT
datasets [22] to evaluate our proposed method.

4.1. Datasets

IWSLT datasets are from TED Talks, which are reorganized for
predicting punctuation marks by Che et al. [22]. There are three
kinds of datasets: training set, validation set and test set.

The training and validation sets are provided by the training
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Table 1: Overall data distributions of IWSLT datasets.

Dataset #Talks #Sentences #Tokens COMMA PERIOD QUESTION O

Training 1,690 143,991 2,102,417 158,499 (7.54%) 132,680 (6.31%) 11,311 (0.54%) 1,799,927 (85.61%)
Validation 20 20,635 295,800 22,475 (7.60%) 1,8940 (6.40%) 1,695 (0.57%) 252,690 (85.43%)
Test (Ref.) 8 861 12,626 830 (6.57%) 808 (6.40%) 53 (0.42%) 10,935 (86.61%)
Test (ASR) 8 852 12,822 798 (6.22%) 810 (6.32%) 42 (0.33%) 11,172 (87.13%)

Table 2: The results of models with focal loss (FL) in terms of P (%) ,R(%) , F1(%) on test sets of IWSLT2011 datasets.

Test set Loss γ
COMMA PERIOD QUESTION Total

P R F1 P R F1 P R F1 P R F1

Ref.

CE 0.0 71.9 74.2 73.0 85.6 85.8 85.7 71.2 85.3 77.6 76.2 81.8 78.9
FL 0.1 72.1 74.5 73.3 85.7 86.0 85.9 71.6 85.6 78.0 76.5 82.0 79.1
FL 0.2 72.2 74.7 73.4 85.9 86.2 86.1 71.9 86.1 78.4 76.7 82.3 79.4
FL 0.5 72.7 74.9 73.8 86.3 86.7 86.5 72.4 86.6 78.9 77.1 82.7 79.8
FL 1.0 73.1 75.6 74.3 86.6 87.0 86.8 72.7 87.0 79.2 77.5 83.2 80.2
FL 2.0 74.4 77.1 75.7 87.9 88.2 88.1 74.2 88.5 80.7 78.8 84.6 81.6
FL 5.0 73.1 75.9 74.5 86.8 87.5 87.2 73.1 87.1 79.5 77.7 83.5 80.5

ASR

CE 0.0 56.9 74.3 64.5 76.8 77.6 77.2 57.9 68.7 62.9 63.9 73.5 68.4
FL 0.1 57.0 74.4 64.6 76.9 77.7 77.3 58.1 68.8 63.0 64.0 73.6 68.5
FL 0.2 57.1 74.6 64.7 77.1 78.0 77.6 58.6 69.0 63.4 64.3 73.9 68.8
FL 0.5 57.3 74.8 64.9 77.5 78.3 77.9 59.0 69.9 64.0 64.6 74.3 69.1
FL 1.0 57.6 75.0 65.2 77.8 78.9 78.4 59.5 70.4 64.5 65.0 74.8 69.5
FL 2.0 59.0 76.6 66.7 78.7 79.9 79.3 60.5 71.5 65.6 66.1 76.0 70.7
FL 5.0 58.0 76.0 65.8 78.1 78.7 78.4 59.6 70.6 64.7 65.3 75.1 69.8

data of IWSLT2012 machine translation track, which consists
of 1,710 TED Talks. Che et al. [22] further split it into training
and validation sets according to the ID of TED talks. The two
test sets are Ref. and ASR, which provided by the test data of I-
WSLT2011 ASR track. Ref. is from manual transcripts of audio
files. ASR is from transcripts of the ASR system. More details
of the datasets can be found in [22].

The datasets have four kinds of labels: O, COMMA, PERI-
OD and QUESTION. O denotes a non-punctuation mark. COM-
MA denotes the kind of colons or dashes. Exclamation marks
or semicolons are denoted by PERIOD. QUESTION is the kind
of question marks. Table 1 describes data statistics of IWSLT
datasets. Table 1 shows that this datasets exist class imbalance
problem. The proportion of non-punctuation mark O is much
more than the proportion of all punctuation marks (COMMA,
PERIOD and QUESTION) in all datasets. Moreover, the exam-
ples of punctuation mark QUESTION are much less than that of
other punctuation marks.

4.2. Metrics

All models are evaluated in terms of precision (P ), recall (R),
F1-score (F1) in our experiments. We focus on the perfor-
mance of the punctuation marks. So the correctly predicted
non-punctuation marks O are ignored. We only evaluate the
performance of COMMA, PERIOD and QUESTION on two test
sets: Ref. and ASR, respectively. More details of metrics can be
found in [22].

4.3. Experimental setup

The pre-trained BERT models are released by Google 1, im-
plemented with the TensorFlow toolkit [26]. The pre-trained

1https://github.com/google-research/bert

models include two kinds of models 2: BERT-Large and BERT-
Base. The size of our experimental dataset is small. Therefore,
we use the Uncased BERT-Base model to initialize the models
for predicting punctuation marks. Uncased means that any case
and accent markers are stripped out.

The basic architecture of the BERT-Base model is shown at
the bottom of Figure 2. The encoder has a stack of N = 12
identical layers. The heads of the parallel self-attention are 12.
The total parameters of the BERT-Base is 110M. Please see [24]
for pre-training details of the BERT-Base model.

The validation sets are utilized for selecting models and hy-
per parameters. The training terminates when a little improve-
ment between two epochs on the validation set has been ob-
served.

The results are reported on the two test sets of IWSLT
datasets: Ref. and ASR. “Total” denotes the performance of all
the three punctuation marks.

4.4. The baseline model trained with a cross entropy loss

The architecture of the baseline model for punctuation predic-
tion is identical to that in Figure 2. The number of the output
labels is four. The output labels of the classification layer are
three punctuation marks and one non-punctuation mark O. The
baseline model is trained with a cross entropy (CE) loss.

The model is first initialized with the parameters of the pre-
trained BERT model. Then all of the parameters are jointly
fine-tuned using the training data. The model is fine-tuned for 3
epochs over the training data. The batch size is set to 32. The
rate of dropout is set to 0.1. We use a linear learning rate decay
schedule with warmup over 0.2% of training. we select the best
fine-tuning learning rate of 5e-5 on the development set. The

2https://github.com/google-research/bert#pre-trained-models
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Table 3: Compared with other models on IWSLT2011 datasets. The results of punctuation predicting models in terms of P (%) ,R(%)
, F1(%) on test sets .

Test set Model COMMA PERIOD QUESTION Total
P R F1 P R F1 P R F1 P R F1

Ref.

T-BRNN-pre [5] 65.5 47.1 54.8 73.3 72.5 72.9 70.7 63.0 66.7 70.0 59.7 64.4
BLSTM-CRF [6] 58.9 59.1 59.0 68.9 72.1 70.5 71.8 60.6 65.7 66.5 63.9 65.1
Teacher-Ensemble [6] 66.2 59.9 62.9 75.1 73.7 74.4 72.3 63.8 67.8 71.2 65.8 68.4
DRNN-LWMA-pre [8] 62.9 60.8 61.9 77.3 73.7 75.5 69.6 69.6 69.6 69.9 67.2 68.6
Self-attention [16] 67.4 61.1 64.1 82.5 77.4 79.9 80.1 70.2 74.8 76.7 69.6 72.9
Bert-Punct BASE [10] 72.1 72.4 72.3 82.6 83.5 83.1 77.4 89.1 82.8 77.4 81.7 79.4
FL (Ours) 74.4 77.1 75.7 87.9 88.2 88.1 74.2 88.5 80.7 78.8 84.6 81.6

ASR

T-BRNN-pre [5] 59.6 42.9 49.9 70.7 72.0 71.4 60.7 48.6 54.0 66.0 57.3 61.4
BLSTM-CRF [6] 55.7 56.8 56.2 68.7 71.5 70.1 63.8 53.4 58.1 62.7 60.6 61.5
Teacher-Ensemble [6] 60.6 58.3 59.4 71.7 72.9 72.3 66.2 55.8 60.6 66.2 62.3 64.1
DRNN-LWMA-pre [8] - - - - - - - - - - - -
Self-attention [16] 64.0 59.6 61.7 75.5 75.8 75.6 72.6 65.9 69.1 70.7 67.1 68.8
Bert-Punct BASE [10] - - - - - - - - - - - -
FL (Ours) 59.0 76.6 66.7 78.7 79.9 79.3 60.5 71.5 65.6 66.1 76.0 70.7

results of the model trained with the CE loss on two test sets
(Ref. and ASR) are reported in Table 2. When γ = 0, the FL is
equivalent to the CE loss.

4.5. Our proposed models trained with a focal loss

The architecture of the proposed model for punctuation predic-
tion is shown as Figure 2. The number of output labels of the
classification layer is also four. The proposed models are trained
with a focal loss (FL).

The models are also first initialized with the parameters of
the pre-trained BERT model. Then all of the parameters are
jointly fine-tuned using the training data. The models are fine-
tuned for 3 epochs over the training data. We use a linear learn-
ing rate decay schedule with warmup over 0.2% of training. The
batch size is set to 32. The rate of dropout is set to 0.1. we
select the best fine-tuning learning rate of 5e-5 on the develop-
ment set.

The results of our models trained with the FL on two test
sets are reported in Table 2. The FL introduces the focusing
parameter γ that controls the strength of the modulating term
β = (1− pk)

γ . The focusing parameters γ are set to be within
[0, 5] in our experiments. When γ = 0, the FL is equivalent
to the CE loss. The results in Table 2 show that the FL obtains
performance improvements over the CE as γ is increased. With
γ = 2, the FL yields the best gains on both two test sets. The
models trained with the FL obtain performance improvement
over that trained with the CE loss by 2.7% and 2.3% absolute
overall F1-score on test sets Ref. and ASR, respectively. The
main reason of the performance improvement is that the focal
loss focuses training on a sparse set of hard examples and down-
weights the loss assigned to well-classified examples.

4.6. Comparison to other methods

We also compare our best model with γ = 2 to previous models
on IWSLT2011 datasets. The previous results are listed in Table
3.

T-BRNN-pre is the best attention model proposed by Tilk et
al. [5]. BLSTM-CRF denotes the best single model introduced
in [6]. Teacher-Ensemble is the best ensemble model proposed
by Yi et al. [6]. DRNN-LWMA-pre represents the best multi-
head attention based model from [8]. Self-attention [27] is the

transform based model trained with word and speech embed-
dings proposed by Yi et al. [6]. Bert-Punct BASE denotes the
model initialized by the BERT-Base model in [10].

T-BRNN-pre, BLSTM-CRF, Teacher-Ensemble, DRNN-
LWMA-pre and Bert-Punct BASE models in Table 3 are trained
only with text data. Whereas Self-attention model is trained us-
ing both lexical and prosody features. Our models are trained
only using text data.

The results in Table 3 show that our best model with γ = 2
using purely lexical features outperform all the previous state-
of-the-art models. Our best model obtains better performance
improvement over the model T-BRNN-pre [5] by 17.2% and
9.3% absolute overall F1-score on Ref. and ASR test set,
respectively. When compared with the model initialized by
BERT-Base in [10], the overall F1-score of our best model im-
proves absolutely by 2.2% on Ref. test set. Our best model also
outperforms the lexical and prosody modelSelf-attention [27]
by 8.7% and 1.9% absolute overall F1-score on Ref. and ASR
test set, respectively.

5. Conclusions
This paper uses the focal loss to alleviate class imbalance prob-
lem encountered during training for the punctuation prediction
task. The focal loss can focus training on a sparse set of hard ex-
amples and down-weight easy examples. Experiments are con-
ducted on IWSLT2011 datasets. The results show that the mod-
els trained with the focal loss yields performance improvement
over the models trained with the cross entropy loss by 2.7% and
2.3% absolute overall F1-score on two test sets, respectively.
Our best model also outperforms the previous state-of-the-art
models. Future work includes applying the focal loss to other
speech signal processing tasks.
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