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Adaptive Trajectory Tracking of Wheeled Mobile Robots Based on a Fish-
eye Camera
Zhaobing Kang, Wei Zou* ■ , Hongxuan Ma, and Zheng Zhu

Abstract: This paper presents a novel adaptive trajectory tracking control method, which can precisely control
wheeled mobile robots only using an uncalibrated fish-eye camera fixed on the ceiling. Different from existing
approaches, the inertial device, distorted image correction, and the trajectory expression are not required in the
control system. The position and orientation of the mobile robot in the camera coordinate system are estimated
by the extended POSIT (Pose from Orthography and Scaling with Iteration) algorithm in real-time. Based on
estimation results, the controller considering both tracking errors and parameter estimated errors is designed by
linear parameterization, where the camera intrinsic parameters are online updated. The asymptotic convergence of
the tracking error and the estimated error to zero is proved by the Barbalat lemma. Circular trajectory and irregular
trajectory tracking experiments have been conducted to verify the performance of our controller.
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1. INTRODUCTION

Visual servoing plays an important role in the precise
motion control of the mobile robot, where the pinhole
camera and the inertial device are the most commonly
used sensors to get the mobile robot position and orien-
tation. In some areas like autonomous driving, a wide an-
gle of view is necessary, where the pinhole camera cannot
meet the requirement while the fish-eye camera is a good
choice. However, precise motion control taking the fish-
eye image as feedback is a big challenge due to its severe
radial distortion. Moreover, most controllers rely on the
inertial device to accurately detect position and orientation
of the mobile robot. However, the measurement values be-
come unreliable due to accumulative errors of the inertial
device. To solve these problems, this paper explores mo-
bile robots visual trajectory tracking without using other
sensors except an uncalibrated fish-eye camera which is
fixed on the ceiling.

Object pose estimation methods are employed in this
article to determine the position and orientation of the mo-
bile robot relative to the camera coordinate system, which
can be summarized into two categories. The first one
applies filter as the pose estimator, such as Kalman fil-
ter (KF) or particle filter (PF). In extended Kalman filter
(EKF) methods, incorrect estimation of the dynamic noise
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covariance will degrade estimated performance. To solve
this problem, an adaptive extended Kalman filter (AEKF)
[1] technique is proposed, which can be used to update
the dynamic noise covariance matrix adaptively. Inspired
by AEKF, an iterative AEKF (IAEKF) [2] is proposed to
solve the issues of uncertain dynamic noise and poor fil-
ter initialization, which integrates noise adaptation mech-
anism with iterative-measurement linearization. The per-
formance of this category relies on parameter initializa-
tion, whose value is difficult to be determined appropri-
ately in most cases. The second category formulates the
pose estimation as the Perspective-n-Point (PnP) problem,
which can be solved by using at least three 3D points in
the world and their 2D projections in the image. Works
in [3] and [4] summarize major solutions for this cate-
gory and analyze their robustness to image noise and nu-
merical stability. To make the algorithms more robust
to measurement errors and image noises, more than four
image points and iterative methods are employed [5–11],
where the pose from orthography and scaling with itera-
tion (POSIT) [12] algorithm is one of the most commonly
used pose estimation methods. In this algorithm, perspec-
tive projection model is employed to describe the imaging
principle of the pinhole camera, the approximations of the
rotation matrix and the translation vector are obtained by
the scaled orthographic projection model, and the algo-
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rithm can converge to accurate pose in a few iterations.
However, POSIT algorithm cannot be applied to the fish-
eye camera directly due to its unsuitability to the perspec-
tive projection model.

The methods commonly used to establish the imaging
model for the fish-eye camera are summarized by Han et
al. [13], which can be divided into two ways. Some meth-
ods try to build the model according to the projection rela-
tionship between the fish-eye camera and the pinhole cam-
era [14–16]. The others try to find a function that can fit
the projection principle precisely. A classic method in the
second category is proposed by Kannala et al. [17], which
is suitable for both the fish-eye camera and the pinhole
camera.

Using visual input to control robots allows more flex-
ible and robust behaviors than traditional position based
control [18]. Different from robot manipulators [19–21],
the nonholonomic problem of the mobile robot makes pre-
cise motion control difficult. To solve this problem and
provide a smooth and stable state feedback law, a control
method is proposed by Masutani et al. [22]. Besides the
nonholonomic problem, visual servo regulation [23–26]
and tracking [27–30] are two important issues for the mo-
bile robot that have been widely studied. Visual servo reg-
ulation mainly focuses on the strategies that can drive the
robot to the target pose while the visual tracking is inter-
ested in trajectory tracking [31,32] or object tracking [33].
An adaptive trajectory tracking controller eligible for the
wide-angle camera is proposed by Liang et al. [30], where
the uncalibrated camera is fixed on the ceiling. By linear
parameterization, an adaptive law is designed to update
the unknown parameters. However, the position and ori-
entation of the mobile robot in the world coordinate sys-
tem should be well initialized beforehand and accurately
estimated on-line during controlling by using the inertial
device.

In some occasions, the control system is too complex to
achieve precise control using the ordinary adaptive control
method. Some excellent works [34, 35] provide a good
way to solve this problem. They realize synchronization
control of complex dynamical networks subject to nonlin-
ear couplings and uncertainties. Different from [34] and
[35], the neural network is introduced in [36] and [37]
to precise control of the nonlinear systems with unknown
constant or variable control gains.

From the above analysis, most of the control methods
only fit for the pinhole camera. For the methods applica-
ble to the fish-eye camera or the wide-angle camera, sen-
sors besides camera are usually required to get essential
information of the mobile robot.

This paper presents a novel adaptive trajectory tracking
control method for mobile robots, where an uncalibrated
fish-eye camera is the only used sensor. The pose of the
robot in the camera coordinate system is estimated by an
extended POSIT algorithm. Based on linear parameteriza-

tion, an adaptive controller taking both the tracking errors
and the parameter estimated errors into consideration is
designed to control the mobile robot and update the in-
trinsic parameters of the camera. The large field of view
of a fish-eye camera is useful in navigation and path plan-
ning, where the research results in our paper are helpful to
realize precise control of the mobile robot.

The novel contributions of this paper can be summa-
rized as follows: (i) A new adaptive trajectory tracking
controller is proposed. The novelty lies in that distorted
image correction and trajectory expression are not re-
quired in the control system. (ii) The fish-eye camera is
the only used sensor in the system, and the POSIT algo-
rithm is extended to fit for the fish-eye camera which is
employed to estimate the position and orientation of the
mobile robot. Therefore, the accumulative errors lying in
the method using the inertial device do not exist. (iii) Both
circular trajectory and irregular trajectory tracking results
are given to show the effectiveness of our controller.

2. EXTENDED POSIT ALGORITHM

Compared with other PnP methods, accurate camera
calibration is not necessary in POSIT algorithm, and the
initial value for iteration can always be set to zero, which
solves the initialization problem. Since the perspective
projection is not suitable for the fish-eye camera, the es-
timation results of POSIT algorithm are inaccurate using
the fish-eye image. To overcome this drawback, this paper
presents an extended POSIT algorithm which can obtain
precise estimation results for the fish-eye camera.

Fig. 1 is used to clarify the projection models used in
this paper. M0 and Mi (i = 1,2,3) are feature points on an
object, whose relative poses are known. Suppose that the
focal length f of the camera is known, and the correspond-
ing image points of M0 and Mi in the pinhole camera and
the fish-eye camera are denoted as m0, mi and m

′

0, m
′

i, re-
spectively. Without loss of generality, M0 is chosen as the
origin of the object coordinate system whose coordinate
axes xb, yb and zb are shown in Fig. 1. The camera coor-
dinate system is denoted as Ocxcyczc, and the unit vectors
of three axes are denoted as i⃗, j⃗ and k⃗. The rotation matrix
cRo and the translation vector cTo of the frame Moxbybzb

relative to the frame Ocxcyczc can be expressed as

cRo =

ixb iyb izb

jxb jyb jzb

kxb kyb kzb

 , cTo =
−−−→
OcM0,

where ixb, iyb and izb are the coordinates of i⃗ in the object
coordinate system.

To estimate cRo and cTo, we draw a plane K that passes
through point M0, parallels to the image plane G and in-
tersects with zc-axis at point H, and the distance from the
point Oc to K is denoted as Z0. The line of sight for Mi
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Fig. 1. Projection models of the pinhole camera and the
fish-eye camera. Object points M0, Mi and Pi are
respectively projected as m0, mi and pi for the pin-
hole camera and m

′

0, m
′

i and p
′

i for the fish-eye cam-
era.

intersects with the plane K at point Ni. The scaled ortho-
graphic projection (SOP) is employed to solve the pose
estimation problem, which is an approximation to the per-
spective projection. In SOP, all the feature points are as-
sumed at the same depth Z0, and the point Mi is ortho-
graphically projected onto the plane K at Pi whose cor-
responding image point is pi in the pinhole image and
p

′

i in the fish-eye image. Therefore, x and y coordi-
nates of Pi and Mi are the same while z coordinate of Pi

is Z0. The coordinates of points M0, Mi and Pi in the
camera coordinate system are denoted as (XM0,YM0,Z0)

T ,
(XMi,YMi,Zi)

T and (XMi,YMi,Z0)
T respectively. Their cor-

responding coordinates in the pinhole image plane are de-
noted as (xM0,yM0)

T , (xMi,yMi)
T , (xPi,yPi)

T and those in

the fish-eye image plane are denoted as
(

xM0′ ,yM0′

)T
,(

xMi′ ,yMi′

)T
,
(

xPi′ ,yPi′

)T
respectively. According to the

perspective projection model, the coordinates of M0, Mi

and Pi in the pinhole image plane can be calculated by

xM0 = XM0 f/Z0, yM0 = YM0 f/Z0, (1)

xMi = XMi f/Zi, yMi = YMi f/Zi, (2)

xPi = XMi f/Z0, yPi = YMi f/Z0. (3)

Since the perspective projection model is not suitable
for the fish-eye camera, the radially symmetric projection
model [17] is employed for both the pinhole camera and
the fish-eye camera, which is drawn in Fig. 2. Based on
this model, the pinhole camera and the fish-eye camera
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Fig. 2. The radially symmetric projection model. For the
fish-eye camera, object point Q is projected as q.
For the pinhole camera, the intersection of the red
dash line and the black dash line represents the cor-
responding image point of Q.

can be respectively expressed as

rp = f tanθ , (4)

r f = f sinθ , (5)

where θ is the incident angle between the line of sight
for the point Q and the principal axis zc, rp and r f is the
distance between the principal point C and the image point
q. Therefore, the position relationship between q in the
fish-eye image and in the pinhole image is

r f

rp
= cosθ . (6)

According to (1)-(3) and (6), the coordinates of M0, Mi

and Pi in the fish-eye image plane can be expressed as

xM0′ = xM0 cosθM0, yM0′ = yM0 cosθM0, (7)

xMi′ = xMi cosθMi, yMi′ = yMi cosθMi, (8)

xPi′ = xPi cosθPi, yPi′ = yPi cosθPi. (9)

Assumption 1: In Fig. 1, without loss of generality,
suppose 0 ≤ θM0 ≤ θPi < 90◦. For the fish-eye camera,

if
∣∣∣−−−→M0Mi

∣∣∣≤ 0.1Z0, cosθM0 and cosθPi can be regarded as
the same i.e., cosθM0 ≈ cosθPi.

Illustration: We explain how the condition
∣∣∣−−−→M0Mi

∣∣∣ ≤
0.1Z0 is determined as following. Suppose that if cosθPi ≥
0.95cosθM0 then cosθPi ≈ cosθM0. According to Fig. 1,
it can be seen that θM0 = ∠HOM0 and θPi = ∠HOPi, and
let θPi = θM0 +∆θ .

In the interval [0,90◦), cosθ is a monotonically decreas-
ing function. Therefore, for a given θM0 ∈ [0,90◦), ∆θ
reaches the maximum value when cosθPi = 0.95cosθM0

and points H, M0 and Pi are collinear, where the corre-
sponding value of

∣∣∣−−→M0Pi

∣∣∣ can be calculated by∣∣∣−−→M0Pi

∣∣∣= Z0 tan(θM0 +∆θ)−Z0 tanθM0. (10)
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Fig. 3. The maximum value of
∣∣∣−−→M0Pi

∣∣∣ for a given incident
angle θM0.

Based on the above analysis, the values of
∣∣∣−−→M0Pi

∣∣∣ are

shown in Fig. 3, where
∣∣∣−−→M0Pi

∣∣∣ = 0.1Z0 is the maximum
value that can make cosθPi = 0.95cosθM0 for the fish-eye
camera at every point on the interval [0,90◦).

From the above analysis, we can conclude that if∣∣∣−−→M0Pi

∣∣∣ ≤ 0.1Z0 then cosθM0 ≈ cosθPi. Since
−−→
PiMi is per-

pendicular to the plane K, therefore,
∣∣∣−−→M0Pi

∣∣∣≤ ∣∣∣−−−→M0Mi

∣∣∣, and

if
∣∣∣−−−→M0Mi

∣∣∣≤ 0.1Z0, we can conclude cosθM0 ≈ cosθPi.
Based on this hypothesis, the expression of (9) can be

rewritten as

xPi′ = XMi
f

Z0
cosθPi

=
f

Z0
(XMi cosθPi −XM0 cosθM0)+ xM0′

≈ xM0′ +
f

Z0
cosθM0 (XMi −XM0)

= xM0′ + s(XMi −XM0) , (11)

yPi′ = YMi
f

Z0
cosθPi

=
f

Z0
(YMi cosθPi −YM0 cosθM0)+ yM0′

≈ yM0′ +
f

Z0
cosθM0 (YMi −YM0)

= yM0′ + s(YMi −YM0) , (12)

where s= f
Z0

cosθM0 is the scaling factor of the SOP. From
Fig. 1, it can be seen that

−−−→
M0Mi =

−−→
M0Ni +

−−→
NiPi +

−−→
PiMi. (13)

In perspective projection, points Mi and Ni are projected
at the same image point, therefore, (8) is rewritten as

(
xMi′ ,yMi′

)T
= f

(XNi,YNi)
T

Z0
cosθMi, (14)

where (XNi,YNi)
T represents x and y coordinates of Ni in

the camera coordinate system. According to (1), 7 and 14,

−−→
M0Ni can be expressed as

−−→
M0Ni = (XNi,YNi,Z0)

T − (XM0,YM0,Z0)
T

=
Z0

f

((
x

Mi′
,y

Mi′
,0
)T

cosθMi
−
(

x
M0′

,y
M0′

,0
)T

cosθM0

)
. (15)

Since △CmiOc is similar to △PiNiMi, it is obtained that∣∣∣−−→PiMi

∣∣∣∣∣∣−−→OcC
∣∣∣ =

−−−→
M0Mi ·

−→
k

f
=

∣∣∣−−→NiPi

∣∣∣∣∣∣−−→Cmi

∣∣∣ . (16)

Substituting (2) and (8) into (16),
−−→
NiPi can be expressed as

−−→
NiPi =

−−−→
M0Mi ·

−→
k

f
·

−−→
Cmi′

cosθMi
. (17)

Substituting (15) and (17) into (13),
−−−→
M0Mi equals to

−−−→
M0Mi =

Z0

f


(

xMi′ ,yMi′ ,0
)T

cosθMi
−

(
xM0′ ,yM0′ ,0

)T

cosθM0


+

−−−→
M0Mi ·

−→
k

f
·

−−→
Cmi′

cosθMi
+
−−→
PiMi. (18)

From Fig. 1,
−−→
PiMi ·

−→
i = 0 and

−−→
PiMi ·

−→
j = 0. (18) is respec-

tively multiplied by f
Z0

−→
i and f

Z0

−→
j , it is obtained that

f
Z0

−−−→
M0Mi ·

−→
i =

1+ εi

cosθMi
xMi′ −

1
cosθM0

xM0′ , (19)

f
Z0

−−−→
M0Mi ·

−→
j =

1+ εi

cosθMi
yMi′ −

1
cosθM0

yM0′ , (20)

where εi =
1
Z0

−−−→
M0Mi ·⃗ k and k⃗ = i⃗× j⃗. Let I = f

Z0
i⃗, J = f

Z0
j⃗,

we have

ξi =
−−−→
M0Mi · I, (21)

ηi =
−−−→
M0Mi ·J, (22)

where ξi and ηi represent the right-hand sides of (refeq22)
and (20) respectively. For a given point in the fish-eye
image, its corresponding incident angle θ can be obtained
by (5), therefore, cosθM0 and cosθMi can be calculated
based on the image points of M0 and Mi. Only εi, I, and
J are unknown in (19) and (20), so cRo and cTo can be
calculated according to the iterative method in the POSIT
algorithm.

Remark 1: In the extended POSIT algorithm, the im-
age principal point C is required. For the fish-eye cam-
era, the principal point is the center of the Midpoint Circle
shown in Fig. 4(a) and can be determined by circle detec-
tion algorithms.
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Fig. 4. The fish-eye image and the trajectory tracking sys-
tem. (a) The fish-eye image. (b) The trajectory
tracking system.

3. THE IMAGE-BASED KINEMATICS MODEL

3.1. System description
The trajectory tracking system is shown in Fig. 4(b),

where the world coordinate system Owxwywzw is coincide
with the camera coordinate system, the meanings of the
body coordinate system M0xbybzb and the camera coor-
dinate system Ocxcyczc are the same as the definition in
Fig. 1. The mobile robot is driven by two rear wheels with
differential mode and balanced by a front caster wheel
which has no influence on its kinematic properties. A
fish-eye camera is mounted on the ceiling and parallel
to the ground. Four black circle are fixed on the mobile
robot, whose centers are noncoplanar and relative poses
are known. During tracking the robot is represented by
the circle center M0 which is on the symmetry axis of the
mobile robot and has a distance d to the rear axis in the
xb direction. The coordinates of the point M0 and the rear
axis midpoint in the world coordinate system are respec-
tively denoted as xw

0 (t), yw
0 (t), zw

0 and x(t), y(t), z. The ori-
entation of the mobile robot is denoted as θo(t), which is
the angle between the xb-axis and the xw-axis. With regard
to the system configuration, the tracking system satisfies
the following assumptions.

Assumption 2: The ground where the robot moves on
is flat and can be regarded as a plane.

Assumption 3: The mobile robot has no slippage while
moving on the ground.

Assumption 4: These four black circles on the robot
can be online detected in the image during tracking.

3.2. Image-based kinematics model
According to the nonholonomic constraints, we can get

the equation

ẋ(t)sinθo(t)− ẏ(t)cosθo(t) = 0, (23)

where ẋ(t), ẏ(t), and θo(t) can be respectively expressed
as

ẋ(t) = vcosθo(t),

ẏ(t) = vsinθo(t),

θ̇o(t) = ω, (24)

and v and ω denote the linear velocity and the angular
velocity of the mobile robot respectively. The rotation
matrix cRo and the translation vector cTo of the frame
M0xbybzb relative to the frame Ocxcyczc can be expressed
as

cRo =

cosθo(t) −sinθo(t) 0
sinθo(t) cosθo(t) 0

0 0 1

 , cTo =

xc
0(t)

yc
0(t)
zc

0

 ,
where xc

0(t), yc
0(t) and zc

0 denote the coordinates of the
point M0 in the camera coordinate system. cRo and cTo can
be estimated by the extended POSIT algorithm by observ-
ing the circle centers M0, M1, M2 and M3. Since the world
coordinate system coincides with the camera coordinate
system, the translation vector wTo of the frame M0xbybzb

relative to the frame Owxwywzw can be expressed as

wTo =

xw
0 (t)

yw
0 (t)
zw

0

=

xc
0(t)

yc
0(t)
zc

0

 .
According to the position relationship between M0 and the
midpoint of the rear axis, the coordinates of M0 in the
world coordinate system can be calculated byxw

0 (t)
yw

0 (t)
zw

0

=

x(t)+d cosθo(t)
y(t)+d sinθo(t)

z−h

 , (25)

where h is the height from the rear axis to the top of the
mobile robot. According to (24) and (25), the velocity of
the point M0 in the frame Owxwywzw can be expressed as[

ẋw
0 (t)

ẏw
0 (t)

]
=

[
cosθo(t) −d sinθo(t)
sinθo(t) d cosθo(t)

][
v
ω

]
. (26)

According to Fig. 2 and (7), M0 is projected into the fish-
eye image with coordinates[

ux

uy

]
=

cosθM0(t)
zc

0

[
kx 0
0 ky

][
xc

0(t)
yc

0(t)

]
+

[
ux0

uy0

]
=

[
kx 0
0 ky

]
sinθM0(t)

[
cosφ(t)
sinφ(t)

]
+

[
ux0

uy0

]
,

(27)

where ux and uy denote the row and column coordinates in
the image, and kx, ky, ux0 and uy0 denote intrinsic parame-
ters of the fish-eye camera, and φ(t) is the angle between
−→
Cq and the xG-axis. The parameters θM0(t) and φ(t) can
be respectively calculated as follows:

sinθM0(t) =
√

xc
0(t)

2+yc
0(t)

2

√
xc

0(t)
2+yc

0(t)
2+zc

0
2
,

cosφ(t) =
xc

0(t)√
xc

0(t)
2 + yc

0(t)
2
. (28)
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Differentiating (27) with respect to time and substituting
(26) and (28) into the results, then it can be obtained[

u̇x

u̇y

]
=

M0M1(
xc

0(t)
2 + yc

0(t)
2 + zc

0
2
)3/2

[
v
ω

]
, (29)

where

M0 =

kx

(
yc

0(t)
2 + zc

0
2
)

−kxxc
0(t)y

c
0(t)

−kyxc
0(t)y

c
0(t) ky

(
xc

0(t)
2 + zc

0
2
) ,

M1 =

[
cosθo(t) −d sinθo(t)
sinθo(t) d cosθo(t)

]
.

Equation (29) can be rewritten as[
u̇x

u̇y

]
= JP(t)

[
v
ω

]
, (30)

where JP(t) is the image Jacobian matrix.

4. ADAPTIVE TRACKING CONTROLLER

The principal point coordinates mentioned in Remark
1 are an approximation to the real values, which is good
enough for the extended POSIT algorithm. However, us-
ing the approximation values directly in the controller is
not rigorous. Therefore, the adaptive control method is
employed to design the controller, and the camera intrin-
sic parameters are updated by the adaptive law.

4.1. Adaptive controller design
At time t, the desired trajectory position and the real

trajectory position in the image are denoted as ypd(t) and
yp(t) respectively, the image position tracking errors can
be expressed as

∆yp(t) = yp(t)− ypd(t). (31)

The image velocity errors can be derived

∆ẏp(t) = ẏp(t)− ẏpd(t). (32)

The aim of the controller design is to find a control law
that can make the image position tracking errors converge
to zero. Since the intrinsic parameters cannot be acquired
for the uncalibrated fish-eye camera, the linear parameter-
ization method is employed to design the controller.

Linear parameterization method can be described as:
for a vector q, the matrix Y can be linearly parameterized
as

Yq = La, (33)

where Y ∈ ℜn×n, q ∈ ℜn×1, L ∈ ℜn×s, and a ∈ ℜs×1. L is
the regressor matrix and composed by known parameters,
and a is the vector that contains all unknown parameters.

Based on this method, (30) can be parameterized in a lin-
ear form

JP(t)
[

v
ω

]
= N(cTo,v,ω,θo(t))ρρρ, (34)

where N(cTo,v,ω,θo(t)) is the regressor matrix whose pa-
rameters are all known, and ρρρ =

[
kx,ky,ux0,uy0

]T is the
vector that contains all the intrinsic parameters. The im-
age position errors between the real pixel coordinates and
the estimated ones of M0 at time t j are expressed as

e(t j, t) =
[

ux

uy

]
−
[

ûx

ûy

]
, (35)

where ûx and ûy denote the estimated pixel coordinates
that can be expressed as[

ûx

ûy

]
=

[
k̂x 0
0 k̂y

]
sinθM0(t)

[
cosφ(t)
sinφ(t)

]
+

[
ûx0

ûy0

]
,

and ρ̂ρρ =
[
k̂x, k̂y, ûx0, ûy0

]T
is the vector that contains all the

estimated intrinsic parameters of the camera and updated
by a reasonably designed adaptive law. Substituting (27)
and (28) into (35) and parameterizing (35) in a linear form,
it can be obtained

e(t j, t) = We (
cTo)∆ρρρ, (36)

where We (
cTo) denotes the regressor matrix and ∆ρρρ =

ρ̂ρρ −ρρρ . cTo can be estimated by the extended POSIT algo-
rithm, therefore, the element values in We (

cTo) are con-
stant at time t j.

Theorem 1: For the visual trajectory tracking system
shown in Fig. 4(b), the inverse of the image Jacobian ma-
trix in (30) always exist.

Proof: According to (29) and (30), the determinant of
JP(t) can be derived as

|JP(t)|=

∣∣∣∣∣∣∣
M0M1(

xc
0(t)

2 + yc
0(t)

2 + zc
0

2
)3/2

∣∣∣∣∣∣∣
=

dkxkyzc
0

2(
xc

0(t)
2 + yc

0(t)
2 + zc

0
2
)2 . (37)

For the commonly used cameras, kx and ky are far
greater than zero. The distance d between the point M0

and the rear axis can be set to a nonzero value, and the
height zc

0 from the camera to the point M0 is also far greater
than zero according to the system description. Therefore,
the determinant of JP(t) is nonzero, and the inverse of the
image Jacobian matrix JP(t) always exists. □

The inverse of JP(t) is

J−1
P (t) =

(
xc

0(t)
2 + yc

0(t)
2 + zc

0
2
)3/2

M−1
1 M−1

0 , (38)
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where

M−1
0 =

M
′

0

zc
0

2
(

xc
0(t)

2 + yc
0(t)

2 + zc
0

2
) ,

M−1
1 =

[
cosθo(t) −sinθo(t)

sinθo(t)
d

cosθo(t)
d

]
,

M
′

0 =

 xc
0(t)

2+zc
0

2

kx

xc
0(t)

2yc
0(t)

2

ky

xc
0(t)

2yc
0(t)

2

kx

yc
0(t)

2+zc
0

2

ky

 .
Based on the above equations, the tracking controller

can be designed as below according to (31)[
v
ω

]
= D̂Pẏpd(t)− D̂PKP∆yp, (39)

where D̂P = Ĵ−1
P denotes the estimation of J−1

P and KP =
kpI2×2 with kp being a positive constant. Though the in-
verse of the image Jacobian matrix always exists, singular-
ity of matrix Ĵ−1

P may happen when the estimated values
of kx and ky are equal to or close to zero. In this situation,
the values are replaced by valid estimated results whose
update time is nearest to now.

The camera intrinsic parameters are online updated by
the following adaptive law:

˙̂ρρρ =Γ−1{NT (cTo,v,ω,θo(t))KP∆yp

−WT
e (

cTo)Kee(t j, t)}, (40)

where Γ−1 ∈ ℜ4×4 and Ke ∈ ℜ2×2 denote symmetric pos-
itive definite matrices with corresponding dimensions.

Remark 2: The first term in the tracking controller (39)
is feedforward term that is necessary to efficiently solve
the trajectory tracking problem, and the second term is
the feedback term. The first term in adaptive law (40) is
used to compensate for the error in the system caused by
the estimated parameters, and the second term is used to
minimize the estimated projection error in (35). Larger
values of kp and ke can make the mobile robot converge to
the desired trajectory faster, but the controller outputs may
out of the dynamic limitation of the mobile robot. Based
on our experimental results, 0.1 ≤ kp ≤ 0.5 and 0.1 ≤ ke ≤
0.3 are reasonable intervals.

4.2. Stability Proof
The Barbalat lemma [38] is first introduced.
Barbalat lemma: If V (t) satisfies following condi-

tions:

1) V (t) is lower bounded.

2) V̇ (t) is negative semi-definite.

3) V̇ (t) is uniformly continuous in time (satisfied if V̈ (t)
is finite).

Then V̇ (t)→ 0 as t → ∞.
Theorem 2: The controller with the law in (39) and

accompanied with the update law in (40) can ensure
the tracking error ∆yp(t) and the estimated error e(t j, t)
asymptotically converge to zero in the sense

lim
t→∞

∆yp(t) = 0, lim
t→∞

e(t j, t) = 0.

Proof: Introduce the Lyapunov function

V (t) =
1
2

∆yp(t)
T KP∆yp(t)+

1
2

∆ρρρT Γ∆ρρρ. (41)

Differentiating (41) with respect to time, it is obtained that

V̇ (t) = ∆yp(t)
T KP∆ẏp(t)+∆ρρρT Γ ˙̂ρρρ. (42)

Substituting (30) and (32) into (42) results in

V̇ (t) =∆yp(t)
T KP

(
ẏp(t)− ẏpd(t)

)
+∆ρρρT Γ ˙̂ρρρ

=∆yp(t)
T KP

(
JP − ĴP

)[ v
ω

]
+∆yp(t)

T KPĴP

[
v
ω

]
+∆ρρρT Γ ˙̂ρρρ

−∆yp(t)
T KPẏpd(t). (43)

Substituting (39) and (40) into (43) yields

V̇ (t) =∆ρρρT NT KP∆yp(t)

+∆ρρρTΓ ˙̂ρρρ+∆yp(t)
TKPẏpd(t)−k2

p∆yp(t)
T∆yp(t)

−∆yp(t)
T KPẏpd(t)

=− k2
p∆yp(t)

T ∆yp(t)− eT Kee ≤ 0. (44)

The Lyapunov function (41) has upper bound. Therefore,
∆yp and ∆ρρρ have bounds. To confirm the third condition
of the Barbalat lemma, differentiating (44) with respect to
time, we have

V̈ (t) =−k2
p∆yp(t)

T ∆ẏp(t)− eT Keė. (45)

Substituting (32) and (36) into (45) yields

V̈ (t) =−2k2
p∆yp(t)

T (ẏp(t)− ẏpd(t)
)

−2eT KeWe
˙̂ρρρ. (46)

As ẏp(t) and ẏpd(t) have bounds, based on the above
description, other parameters in (46) also have bounds.
Therefore, V̈ (t) has bound. According to the Barbalat
lemma, lim

t→∞
V̇ (t) → 0, therefore, lim

t→∞
∆yp(t) → 0 and

lim
t→∞

e(t j, t) → 0. The system is globally asymptotically
stable. □

5. SIMULATION AND EXPERIMENTS

5.1. Simulation results
In simulation, we compare our method with the con-

trollers proposed in [39] and [40]. The procedure of the
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controller in [39] is similar to the one in [30], while the
feedforward term in the control law and the estimated pro-
jection error term in the adaptive law are ignored in [39].
The method in [40] proposes a visual trajectory tracking
controller, which is composed of a kinematic controller
and a sliding mode controller. Since our controller is de-
signed by the kinematic model, the kinematic controller
in [40] is employed to compare with our method. The
pose of the mobile robot can be accurately calculated in
simulation, therefore, the extended POSIT algorithm is
abandoned in this part without affecting the comparative
results. The coordinate systems are set according to the
description of Fig. 4(b). Since the methods in [39] and
[40] are both designed for the pinhole camera, the pin-
hole camera model is used in their simulations, while the
fish-eye camera model is used in our method. The desired
trajectory is a circle with a radius of 700 mm, and the coor-
dinates of the circle center in the camera coordinate sys-
tem are 1000 mm, 1000 mm and 2000 mm respectively.
To make the comparative results reliable, the parameters
are adjusted to make all the controllers achieve their best
performance. For our method and the method in [39], pa-
rameter values are set to Kp = 0.3I2×2, Ke = 0.1I2×2 and
Γ−1 = 10−7I4×4. For the method in [40], k1=4 and k2=90
(k3 used in [40] is denoted as k2 in our paper) are the best
choice. The tracking results are shown in Fig. 5(a) and
Fig. 5(b). Fig. 5(a) shows the tracking error in the column
direction, and Fig. 5(b) shows the tracking error in the row
direction. From these two subfigures, it can be seen that
the tracking error of the method in [40] is the largest, and it
cannot achieve stable control performance only using the
kinematic controller. From Fig. 5(a), we can see that the
tracking error of the controller in [39] is nearly the same
as our method at the beginning. In this period, the mo-
bile robot does not attain the desired trajectory, therefore,
tracking errors of our method and the method in [39] are
large. During smooth motion period, the tracking error
of method in [39] is larger than our method. According
to Fig. 5(b), it can be seen that the tracking error of the
method in [39] is larger than our method both at the be-
ginning period and at the smooth motion period.

From the above analysis, we can conclude that the con-
troller proposed in this paper can achieve good trajectory
tracking performance.

5.2. Experimental system setup
To verify the effectiveness of our controller, the con-

trol method proposed by Liang et al. [30] is employed to
compare with our method, which can achieve good per-
formance in both circular trajectory and irregular trajec-
tory tracking using a wide-angle camera. In this method,
the robot position and orientation must be measured by
an inertial device, therefore, control accuracy decreases
in a long-term tracking task due to enlarged accumula-
tive errors. In the compared method, the camera is not

0 5 10 15 20 25 30 35-25

-20

-15

-10

-5

0

5

10

15

20

25

Time (second)

C
ol

um
n 

er
ro

rs
 (P

ix
el

)

 

 
Our method
Method in [39]
Method in [40]

15 20 25 30 35
0

0.2

0.4

0.6

 

 

(a)

0 5 10 15 20 25 30 35-50

-40

-30

-20

-10

0

10

20

30

Time (second)

R
ow

 e
rro

rs
 (P

ix
el

)

 

 
Our Method
Method in [39]
Method in [40]

15 20 25 30-0.4
-0.2

0
0.2
0.4

 

 

0 2 4
-5

0

5

 

 

(b)

Fig. 5. Simulation results. (a) The tracking errors in the
column direction. (b) The tracking errors in the
row direction.

The fish-eye camera

The laptop 

The wheeled mobile robot

The desired trajectory

M0

M3 M2

M1

Fig. 6. The experimental system setup.

required to parallel to the ground, which will be studied in
our future work. The experimental system setup is shown
in Fig. 6. In the system, the fish-eye camera is mounted
on the ceiling, whose optical axis is perpendicular to the
ground. Four black circles with different radii are fixed
on the robot, whose centers are noncoplanar. The coordi-
nate systems are established according to Fig. 4(b). The
centers of the four black circles lie on (0,0,0), (0,159,0)
mm, (−135,30,0) mm and (−135,172,−60) mm in the
object coordinate system. The distance from the rear axis
to the origin of the object coordinate system is 300 mm
and to the top of the mobile robot is 450 mm. Without
loss of generality, for these two methods, the initial values
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Fig. 7. Circle trajectory experimental results: (a) The desired trajectory and the real trajectories in the image. (b) The
tracking errors in the row direction. (c) The tracking errors in the column direction. (d) The linear velocities of the
mobile robot. (e) The angular velocities of the mobile robot. (f) The orientation value of the mobile robot estimated
by the extended POSIT algorithm. (g) The position values of the mobile robot in the x direction estimated by the
extended POSIT algorithm. (h) The position values of the mobile robot in the y direction estimated by the extended
POSIT algorithm. (i) The position values of the mobile robot in the z direction estimated by the extended POSIT
algorithm.

of the camera intrinsic parameters are set to kx = ky = 350
and ux0 = uy0 = 500, the controller gains are given by
Kp = 0.2I2×2, Ke = 0.1I2×2, Γ−1 = 10−7I4×4, and the po-
sition and orientation of the mobile robot are acquired by
the extended POSIT algorithm.

5.3. Circle trajectory experimental results

The radius of the blue circle trajectory is set to 700 mm.
To make the results more persuasive, the camera is located
far away from the circle center. The desired trajectory in
the image can be predetermined by the image processing
algorithm, which is discretized using the step of 1 pixel
along the tangent direction of the trajectory. For these
two methods, the position and orientation of the mobile
robot are chosen randomly and are the same at start, and
their values are estimated by the extended POSIT algo-
rithm during tracking. The compared results are shown in
Fig. 7.

Fig. 7(a)-(c) shows the image trajectories, the track-
ing errors in the row direction and the tracking errors
in the column direction. From Fig. 7(b), it can be seen

that the row error of our controller changes in the interval
[−15,15] pixel while the error range of the compared con-
troller is [−30,25] pixel, and their mean values are 9.3 pix-
els and 15.4 pixels respectively. In the column direction,
the error intervals are [−20,10] pixel and [−30,30] pixel
respectively, and their mean error values are 9.4 pixels and
17.1 pixels respectively. From these three subfigures, we
can conclude that the control method proposed in this pa-
per is effective for the precise control of the mobile robot
using a fish-eye camera. The position and orientation of
the mobile robot in the world coordinate system are esti-
mated by the extended POSIT algorithm, and the estima-
tion results are shown in Fig. 7(f)-(i). From these subfig-
ures, we can see that the estimation results of our method
are smooth, which means that the extended POSIT algo-
rithm is robust to the image noise and the measurement
error. Note that there exist severe noises in the estimation
results of compared method, which emerges at the vertices
position of the major axis of the image trajectory. This
reason can be explained according to Fig. 7(d)-(e). From
this two subfigures, to adjust the bear angle of the mobile
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Fig. 8. Irregular trajectory tracking experimental results: (a) The desired trajectory and the real trajectories in the image.
(b) The tracking errors in the row direction. (c) The tracking errors in the column direction. (d) The linear
velocities of the mobile robot. (e) The angular velocities of the mobile robot. (f) The orientation value of the
mobile robot estimated by the extended POSIT algorithm. (g) The position values of the mobile robot in the
x direction estimated by the extended POSIT algorithm. (h) The position values of the mobile robot in the y
direction estimated by the extended POSIT algorithm. (i) The position values of the mobile robot in the z direction
estimated by the extended POSIT algorithm.

robot, v and ω of the compared controller become large,
which decreases the accuracy of the object detection due
to image blur. Therefore, the estimation results are also
affected. Note that at 10th seconds our controller outputs
also have a suddenly change, but their values become nor-
mal after slow decrease. Therefore, the object can be accu-
rately detected, and estimation results are smooth. From
Fig. 7(d)-(e) and Fig. 7(i), it can be seen that, after 10th
seconds, the linear velocity v and the angular velocity ω
of our controller keep stable for different estimation re-
sults in the z direction. This result confirms the robustness
of our controller to estimation errors.

From the above analysis, we can conclude that our
method can precisely control the mobile robot using a fish-
eye camera and is robust to estimation errors.

5.4. Irregular trajectory experimental results

The irregular trajectory tracking experiments are also
conducted to show the performance of our method, and
the desired trajectory in the image also can be predeter-
mined based on the method mentioned in Section 5.2. The

experimental results are shown in Fig. 8. Fig. 8(a)-(c)
shows the irregular trajectories in the image, the track-
ing errors in the row direction and the tracking errors in
the column direction. Note that the row error intervals of
our method and the compared method are [−20,15] pixel
and [−40,−10] pixel respectively, and mean values are
15.9 pixels and 26.2 pixels. In the column direction, the
error intervals of our method and the compared method
are [−20,10] pixel and [−15,5] pixel, and mean values
are 5.9 pixels and 8.5 pixels respectively. From the above
analysis, it can be concluded that our controller achieves
a better control performance than the compared method.
Fig. 8(f)-(i) shows the estimation results of the extended
POSIT algorithm. From these subfigures, it can be seen
that the curve shape and value of two methods are nearly
the same, which proves the repeatability of the extended
POSIT algorithm. The good tracking performance of our
controller demonstrates that the estimation results of the
extended POSIT algorithm are reliable.

This experiment shows that our method has a good con-
trol performance in tracking the trajectory whose expres-
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sion is unknown. This result indicates that our controller
can also be used for the areas where the path is planned
dynamically.

6. CONCLUSION

In this paper, a new adaptive visual trajectory tracking
controller for the wheeled mobile robot is designed, where
a fish-eye camera fixed on the ceiling is the only used sen-
sor. In this method, distorted image correction, the inertial
device and the expression of the trajectory are not needed.
The position and orientation of the mobile robot in the
world coordinate system are calculated by the extended
POSIT algorithm using four noncoplanar points. Accord-
ing to estimation results and linear parameterization, the
adaptive controller is given considering both the tracking
errors and the parameter estimated errors, and the camera
intrinsic parameters are updated by the controller. More-
over, the stability of the control system is proved. The cir-
cular trajectory experiment shows that the proposed con-
troller has a good control performance and is robust to the
estimation error of the extended POSIT algorithm. The
irregular trajectory experiment shows that the controller
can also precisely control the mobile robot tracking a tra-
jectory whose expression is unknown. In the future work,
we will focus on improving the robustness of the extended
POSIT algorithm to larger image detection error, and how
to precisely control the mobile robot using a casual fixed
camera, which may not parallel to the ground will also be
studied.
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