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a b s t r a c t 

In this paper, we propose an adversarial learning based attentional scene text recognizer to solve the 

distortion problem of scene text image. We choose a rectification module which can rectify images in 

both horizontal and vertical directions, and use a recognizer based on the attention mechanism. Through 

the adversarial learning of the rectification network and the recognition network, we iteratively improve 

the rectification effect and the recognition performance. The entire network is trained with weak super- 

vision, so only images and corresponding text labels are needed. Our method achieves high performance 

for both regular and irregular scene text images, and the experimental results tested on multiple bench- 

marks prove that our method achieves the performance of state-of-the-art. 

© 2020 Elsevier B.V. All rights reserved. 
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. Introduction 

Texts can bring us great help to understand the content of an

mage. The research on text recognition can promote the develop-

ent of many intelligent products, such as scene image retrieval,

utomatic driving, product recognition and so on. With the de-

elopment of deep learning technology and scene text detection

ethod, the method of scene text recognition has received more

ttention. 

It is worth noting that scene text recognition is a challenging

esearch topic due to the various shapes and distorted patterns

f irregular texts, as shown in Fig. 1 . In this paper, we propose

he A dversarial Learning based Attentional S cene T ext R ecognizer

ASTR), which can read rotated, scaled and stretched characters in

ifferent scene texts. 

The ASTR consists of a rectification network and a recognition

etwork. Given an irregular scene text image, we first obtain the

egular image through our rectification network and then use the

ecognizer for text recognition. 

Inspired by the outstanding performance of the generative ad-

ersarial network [10] , we introduce the strategy of adversarial

raining into the scene text recognition task. We regard the rec-

ification network and the recognition network as the generator
� Handle by Associate Editor Imran Siddiqi. 
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nd the discriminator of adversarial learning, respectively. How-

ver, different from the traditional GAN framework, the discrimi-

ator in ASTR does not directly judge the rectified image, and the

nal result is obtained through the combination of our generator

nd discriminator. 

We use the difference of recognition results of the image be-

ore and after rectification to evaluate the two sub-networks. For

he rectification network, we hope that the rectified image can

ave better recognition result than the original image, so the rec-

ification network seeks to maximize the difference of the recog-

ition results. For the recognition network, we hope it can accu-

ately identify texts in both original and rectified images, and the

ifference should be smaller. Through adversarial training, the rec-

ification network and recognition network can be improved syn-

hronously. 

We have carried out extensive experiments on a series of stan-

ard datasets to prove that ASTR can obtain superior recognition

erformance on both regular and irregular text images. The main

ontributions of this paper are as follows: (1) We apply adversarial

raining strategy on scene text recognition and propose a proper

rchitecture for this task; (2) Our training is weakly supervised

nd the effect of both rectification network and recognition net-

ork has been improved after training; (3) Comprehensive exper-

mental results on multiple datasets demonstrate that our method

chieves promising performance in terms of regular and irregular

cene text image recognition compared with many traditional and

tate-of-the-art algorithms. 

The remainder of this paper is organized as follows:

ection 2 briefly reviews the related work. Section 3 details
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Fig. 1. Some examples of scene text images. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2. The training strategy of ASTR. 
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the proposed method. Experimental results and analysis are given

in Section 4 , and conclusions are presented in Section 5 . 

2. Related work 

Many researchers focus on scene text recognition and put for-

ward effective methods [6,23,25,33] . However, scene text with ir-

regular shapes, such as perspective and curved text, is still very

challenging, so more and more researchers are engaged in the

field of scene text recognition. Ye and Doermann [44] , Zhu et al.

[48] and Baek et al. [2] these articles provide an overview of the

main progress in the field of scene text detection and recognition. 

The traditional text recognition method regards text recogni-

tion as a special classification task and studies the text recognition

problem based on the general target recognition methods [36,40] .

For instance, Bissacco [4] applied a network with five hidden layers

for character classification. Using convolutional neural networks

(CNNs), Jaderberg et al. [15] proposed their method for uncon-

strained recognition. 

With the continuous optimization of the recurrent neural net-

works, the encoding network can better combine the context in-

formation, and methods based on sequence recognition have been

further improved. Graves et al. [12] proposed an end-to-end text

recognition framework, which combines CNNs and RNNs to extract

and encode text features, and uses CTC loss to compare predic-

tion results and text labels, significantly improving the trainability

and recognition accuracy of text line recognition. Furthermore, the

attention mechanism [3] is able to focus on information-rich ar-

eas for better recognition performance. Su et al. [37] and Lee et al.

[23] combined RNNs and attention machines, and achieved great

success while dealing with horizontal or slightly distorted texts in

scenes. 

In recent years, many researchers aim at recognizing irregular

scene text with bending and distortion. Cheng et al. [7] , Li et al.

[24] encode the image features in both horizontal and vertical di-

rections, so as to extract the two-dimensional features of the ir-

regular text and achieve better recognition accuracy. Some other

methods such as Shi et al. [35] , Zhan and Lu [46] and Luo et al.

[27] try to add a rectification network before the recognition net-

work, firstly rectifying the irregular image to a regular text image,

and then recognizing the texts in the rectified image. 

All of the above strategies have significant contributions to the

task of scene text recognition. Because of the complexity of the

real scene and the diversity of the text distribution, it is an open

problem to recognize the text in the scene. In order to make the

proposed method more robust, we try to use the adversarial train-

ing strategy which has been playing an important role in image

generation task, especially for the input which is not involved in

training samples. 

We propose an ASTR recognition framework, which uses the

combination of rectification and recognition network to recognize

scene text images. The rectification network acts as a generator in

our adversarial learning, and the recognition network is equiva-

lent to the discriminator. By designing the appropriate loss func-

tion and training strategy, the loss can be directly fed back to the
ectification network and recognition network, and the rectification

ffect and recognition performance can be improved at the same

ime. 

. Methodology 

The proposed ASTR consists of two components: one is the rec-

ification network, the other is the recognition network. The whole

etwork is trained by weak supervision and does not need charac-

er level annotation. In this section, we will explain our adversarial

raining strategy and loss design in detail, and introduce the struc-

ure of these two networks respectively. 

.1. Adversarial training strategy 

The flowchart of ASRA is shown in Fig. 2 . In this section, we will

pecifically introduce how to apply the adversarial learning strat-

gy to optimize our rectification network and recognition network.

n our framework, we use the rectification network as a generator,

nd the recognition network acts as a discriminator. By compar-

ng the recognition results of the original image and the rectified

mage, the two modules are optimized iteratively. 

During implementation, the rectification network and recogni-

ion network are trained through the following minimax game: 

rg min 

D 
max 

G 
L GAN (G, D ) (1)

ere, G denotes the rectification network which acts as a genera-

or. D denotes the recognition network which acts as a discrimi-

ator. The objective function L GAN ( G, D ) is the cross-entropy loss of

ecognition results between the original image and rectified image:

 GAN (G, D ) = E I∈ P data 

[ 

−
T ∑ 

t=1 

(y ti | I) log(y ti ′ | I ′ ) 
] 

(2)

here I is an original scene text image from datasets P data . I ′ =
 (I) , denotes the rectified image after rectification network. y ti and

 ti ′ denote the t th predicted character in the input image I and I ′ . 
In adversarial learning, we hope to make the irregular text im-

ges accurately recognized by the recognizer after being rectified.

o we calculate the cross-entropy loss between the recognition re-

ults of the rectified image and the original image. The larger the

oss, the greater the difference between the rectified image and the

riginal image, and the more obvious the rectifying effect of the

ectification network on the original image. 

For the recognition network, the goal is to have a higher recog-

ition rate for all input images, that is, both the original and

he rectified image should be accurately recognized. Therefore, the

ecognition network expects the loss calculated by Eq. (2) to be as

mall as possible. 

At the same time, for some regular original images, we hope

hat the rectified image will not make them degenerated, so we

dd the recognition loss of rectified image ( Loss ) to the final loss
R 
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Fig. 3. The network structure of ASTR. After the adversarial training, the rectification and recognition networks are combined to get the final results. We use the 

STN [18] based grid sampling to rectify the irregular image, and recognize the rectified image sequence-to-sequence using an attention mechanism based decoder. 
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Table 1 

The structure of the rectification network. 

Layers Out size Configurations 

Input 1 × 32 × 100 

Convolution 64 × 32 × 100 3 × 3 , 64 , s = 1 , p = 1 , b, r

Maxpooling 64 × 16 × 50 2 × 2 , s = 2 

Convolution 128 × 16 × 50 3 × 3 , 128 , s = 1 , p = 1 , b, r

Maxpooling 128 × 8 × 25 2 × 2 , s = 2 

Convolution 64 × 8 × 25 3 × 3 , 64 , s = 1 , p = 1 , b, r

Convolution 16 × 8 × 25 3 × 3 , 16 , s = 1 , p = 1 , b, r

Convolution 2 × 8 × 25 3 × 3 , 2 , s = 1 , p = 1 

Maxpooling 2 × 8 × 25 2 × 2 , s = 1 , p = 1 

Tanh 2 × 8 × 25 

n × n denotes the size of kernals. 64, 128, 16 and 2 are channels 

of the output features. s, p are stride and padding sizes respec- 

tively. b, r denote the batch normalization layer and ReLU layer. 
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f ASTR: 

oss R = −
T ∑ 

t=1 

logP (Y t | I ′ ) (3)

here Y 1 , Y 2 , . . . , Y T denote the groundtruth text represented by a

haracter sequence. 

Therefore, for the rectification network, its complete loss func-

ion is as follows: 

oss G = E I∈ P data 

[ 

T ∑ 

t=1 

(y ti | I) log(y ti ′ | I ′ ) 
] 

+ λLoss R (4)

he final loss function of the recognition network is as follows: 

oss D = E I∈ P data 

[ 

−
T ∑ 

t=1 

(y ti | I) log(y ti ′ | I ′ ) 
] 

+ λLoss R (5)

ere we set λ = 1 for all our experiments. In the testing process,

ecognition network only recognizes rectified images. The specific

etwork structure is shown in Fig. 3 . 

.2. Rectification network 

In the adversarial learning framework, the rectification network

s equivalent to a generator, whose input is an irregular scene text

mage, and the output is a rectified regular text image. Inspired by

hao et al. [47] and some excellent irregular text image recognition

ork [17,27,34] , we choose to calculate the offset of each pixel in

he irregular image from the corresponding position in the regular

mage to rectify the input image. 

Our rectification network is based on STN [18] . The main idea

s to treat the spatial transformation of the image as a learnable

odule. In order to compare the experimental results more fairly,

e normalize the input image I to 32 × 100, consistent with most

f the existing text recognition methods. We use FCN network to

earn the pixel offset. The specific network structure is shown in

able 1 . 

Our rectification network predicts the position offsets rather

han the categories of characters. The character details for classi-

cation are not necessary. We hence place a pooling layer before

he convolutional layer to avoid noise and reduce the amount of

alculation. Meanwhile, the output parameter θ is a 2 × 8 × 25

eature map, wherein the first 8 × 25 feature layer represents the
ffset of the rectified pixel in the horizontal direction, and the sec-

nd 8 × 25 feature layer represents offset in the vertical direction.

ach 8 × 25 feature layer consists of float numbers in the range of

 −1,1]. Every 4 × 4 pixels in the original image share the same off-

et, which can not only reduce the calculation but also make the

ectified image smoother. 

We adjust the input image based on θ . Firstly, we resize θ to

he same size as the input image I , and obtain the offset map θ ′ 
hich corresponds to I point-to-point. Then, we normalize the co-

rdinate of each pixel in I to get the initial grid g 1 , whose coordi-

ates are distributed in the interval [ −1,1], where ( −1, −1) repre-

ents the vertex in he upper left corner, and (1,1) represents the

ertex in the lower right corner. 

Later on, we make two copies of g 1 to represent the offsets in

orizontal and vertical directions respectively, and add them with

he corresponding channel of θ ′ to get the offset mapping grid

 offset : 

 of f set = g c + θ ′ 
c c = 1 , 2 (6)

We restore coordinates of g offset ’s two channels from [ −1,1] to

0, W] and [0, H] respectively. To get the pixel value of rectified

mage I ′ ( i, j ), we first retrieve the position information ( i ′ , j ′ ) from

he 0,1 channel at g offset ( i, j ), and then extract the pixel value from

he ( i ′ , j ′ ) in the original image I . 

(i ′ , j ′ ) = g of f set (i, j) (7)

 

′ (i, j) = I(i ′ , j ′ ) (8)
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Compared with methods based on thin-plate-spline transforma-

tion [5] , our method avoids the pressure of network initialization

design in the training process, and is not subject to geometric con-

straints from the transformation matrix. By adjusting the pixel po-

sition in the horizontal and vertical directions, we can correct the

irregular text image detailedly. 

3.3. Recognition network 

Our recognition network is a sequence-to-sequence recognition

based on the attention mechanism. Only the input image and the

corresponding text labels are needed. The structure of the recogni-

tion network is shown in Fig. 3 , which is composed of the encod-

ing part and the decoding part. 

The role of the encoder is to extract discriminative features

from the input image to improve the accuracy of the whole recog-

nition model. Our encoder is a convolutional-recurrent neural net-

work. Among several network structures proposed by He et al. [14] ,

we choose 53-layers residual network to achieve a better trade-off

between accuracy and calculation speed. It is also the choice of

many other text recognition works such as Luo et al. [27] , Shi et al.

[35] , Zhan and Lu [46] , and it is conducive to a fair comparison

of experimental results. Each residual unit is composed of 1 × 1

and 3 × 3 convolution operations. In order to retain more hori-

zontal features, the first two residual units adopt the step size of

2 × 2, and then the convolution step size is adjusted to 2 × 1. After

the residual network, we use two layers of bidirectional long short

term memory units (BLSTM), each with 256 hidden layer units, to

combine more context information and expand the receptive field

of features obtained by ResNet. 

The decoder is a sequence-to-sequence model, which trans-

forms the feature sequence into a string sequence of any length.

In [3,9] and [38] , some different forms of sequence-to-sequence

model are proposed. We adopt the GRU [8] model with 256 hid-

den units as our decoder. It works iteratively for T steps, and get a

recognition result sequence (y 1 , y 2 , . . . , y T ) with the length of T. 

In step t , the decoder calculates the current attention weight

according to the output h of the encoder, the internal state s t−1 

and the prediction result y t−1 of the last time. It can weigh the

output h of the encoder, indicating the importance of the encoding

features for the decoder. The attention mechanism is as follows: 

a t,i = exp (e t,i ) 
/ L ∑ 

i ′ =1 

exp (e t,i ′ ) (9)

e t,i = w 

t tanh (W s t−1 + V h i + b) (10)

where w, W, V are trainable weights and L is the length of the fea-

ture maps. 

The glipse vector g t is obtained by combining the current at-

tention weight a t,i with the output h of encoder. From the internal

state s t−1 and the prediction result y t−1 , the current state vector s t 
is calculated. 

g t = 

L ∑ 

i =1 

(a t,i , h i ) (11)

s t = GRU( f (y t−1 ) , g t , s t−1 ) (12)

where f () represents the vector-encoding of y t−1 . The prediction re-

sult at time t is calculated by s t , which can be a character or an

end of sequence symbol (EOS): 
y t = Sof tmax (W out s t + b out ) (13) 
. Experimental results 

In this section, we conduct extensive experiments to verify the

ffectiveness of various aspects of ASTR and compare them with

ther classical and state-of-the-art methods. 

.1. Datasets 

We evaluated the algorithm on seven public datasets:

IIT5K [28] , SVT [20] , IC03 [26] , IC13 [22] , IC15 [21] , SVTP [30] ,

nd CUTE80 [31] . Among them, the first four datasets contain

nly regular text images, while the last three datasets contain

rregular text images that include some degenerate factors such as

adiation, bending, and blur. Some examples are shown in Fig. 1 . 

.2. Implementatin details 

The ASTR is implemented in Pytorch framework and runs on

 server with 2.10 GHz CPU, GTX 1080Ti GPU, and Ubuntu 64-bit

S. We adopt ADADELTA [45] as the optimizer. In the training pro-

ess, we first train the recognition network with learning rating 1.

n the third stage of the curriculum learning strategy, we adjust

he learning rate to 0.1 and join the rectification network for ad-

ersarial training. Another three stages later, the learning rate was

djusted to 0.01 to complete the training. 

As described in Section 3 , the specific structure of our

ectification model and recognition model are described in

ections 3.2 and 3.3 respectively. We use synthetic data for train-

ng, including 8-million synthetic images released by Jaderberg

t al. [16] and 6-million synthetic images released by Gupta

t al. [13] . There is no additional training image and only word-

evel labels are needed, without character level annotation. In the

esting process, instead of finetuning on the corresponding dataset,

e directly test the images to get the recognition results. 

.3. Performance evaluation of the proposed method 

.3.1. Ablation experiment 

In order to verify the effectiveness of each module of ASTR, we

esigned ablation experiments to compare the recognition accu-

acy of each module on seven open datasets. 

The improvements to our baseline method Our baseline method is

 scene text recognition framework composed of rectification net-

ork and recognition network, in which the rectification module

nds the control points at the upper and lower edge of the in-

ut image, and uses TPS transformation to get the rectified image.

he recognition module is the same as our method, using the se-

uence to sequence recognition based on the attention mechanism.

he whole network is trained in an end-to-end fashion. We use

he “BaseLine_I” to show the performance of the recognizer only

without rectification), indicating what proportion of data is actu-

lly suffering from degradation which requires rectification. “Base-

ine_II” is the full framework of the baseline method. 

We verify the improvement of ASTR framework on the baseline

y adding rectification network and adversarial loss separately. The

verall recognition effect of ASTR framework on the test sets are

hown in the last line. See Table 2 for specific experimental results:

From the results in Table 2 , we can see that our adjustment

f the rectification network is effective. At the same time, the pro-

osed adversarial training strategy can improve the accuracy of the

aseline method. The overall effect of ASTR reaches the optimal in-

ex of each dataset, which shows that the rectification module and

ecognition module we choose are more suitable for the proposed

dversarial-learning strategy and achieve a better recognition ef-

ect. 

The improvements of adversarial learning to each part of ASTR 



J. Zhao, Y. Wang and B. Xiao et al. / Pattern Recognition Letters 138 (2020) 217–222 221 

Fig. 4. Some examples of the rectification network. 

Table 2 

Performance comparison of ablation experiments in different modules of ASTR. 

Methods IIIT5K SVT IC03 IC13 SVT-P CUTE80 IC15 

BaseLine_I 91 84.5 90.1 92.0 75.8 76.4 73.3 

BaseLine_II 92.5 85.5 92.2 92.5 77.2 79.9 76.4 

xy_Rectification 93 86.6 93.1 93.3 77.8 80.6 77.3 

GANloss 92.9 86.2 92.3 93.7 79.8 82.2 78 

ASTR 93.5 89.6 93.6 94.3 81.2 82.3 80.2 

Table 3 

Performance comparison of recognizer under different training strategies. 

IIIT5K SVT IC03 IC13 SVT-P CUTE80 IC15 

end-to-end 91 84.5 90.1 92.0 75.8 76.4 73.3 

GANloss 92.8 86.4 93.1 93.1 78.8 80.6 77.4 
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We hope to prove that our rectification network and recogni-

ion network can become more robust and perform better through

dversarial learning. Therefore, we demonstrate the rectifying ef-

ect of the rectification network on irregular images in Fig. 4 . It

hows that after rectification, characters in the rectified image are

ore standard and less inclined, which is conducive to subsequent

ecognition. 
Table 4 

Performance comparison of ASTR and other classical and STOA methods. 

Method 

IIIT5K [28] SVT [20] IC03 [2

50 1K 0 50 0 50 

Wang et al. [39] – – – 57 – 76 

Wang et al. [41] – – – 70 – 90 

Mishra et al. [29] 64.1 57.5 – 73.2 – 81.8 

Jaderberg et al. [19] – – – 86.1 – 96.2 

Su and Lu [37] – – – 83 – 92 

Yao et al. [43] 80.2 69.3 – 75.9 – 88.5 

Gordo [11] 93.3 86.6 – 91.8 – –

Rodriguez-Serrano et al. [32] 76.1 57.4 – 70 – –

Bissacco et al. [4] – – – – – 90.4 

Almazan et al. [1] 91.2 82.1 – 89.2 – –

Jaderberg et al. [17] 97.1 92.7 – 95.4 80.7 98.7 

Jaderberg et al. [15] 95.5 89.6 – 93.2 71.7 97.8 

Shi et al. [33] 97.8 95 81.2 97.5 82.7 98.7 

Shi et al. [34] 96.2 93.8 81.9 95.5 81.9 98.3 

Lee et al. [23] 96.8 94.4 78.4 96.3 80.7 97.9 

Yang et al. [42] 97.8 96.1 – 95.2 – 97.7 

Cheng et al. [6] 99.3 97.5 87.4 97.1 85.9 99.2 

Liu et al. [25] 97.7 94.5 83.3 95.5 83.6 96.9 

Shi et al. [35] – – 92.67 – – –

Luo et al. [27] 97.9 96.2 91.2 96.6 88.3 98.7 

ASTR 99.4 98.6 93.5 97.8 89.6 98.3 
In Table 3 , we compare the performance improvement of the

ecognizer by adversarial learning. In this experiment, we use the

ame structure of the rectification network and recognition net-

ork in ASTR. The difference is that the recognizer in the first

ow uses the traditional end-to-end learning strategy for training,

hile the other recognizer uses the adversarial learning strategy

roposed by us. During test, we do not use the rectification net-

ork, but directly use the recognizer to recognize the original im-

ge. It can be seen clearly that the recognizer trained by the ad-

ersarial learning strategy has better recognition performance on

ach dataset. It further reflects the effectiveness of the proposed

ethod. 

.3.2. Comparison with other methods 

In Table 4 , we compare the recognition performance of ASTR

ith some classic and state-of-the-art methods. For the method of

hi [35] , we use the experimental results corrected by the author

n the open-source code. For the other methods, we use the exper-

mental results provided by the author. 

We can see that in the seven datasets mentioned in the first

ubsection, we achieve the best recognition performance on six

atasets. Especially on some irregular datasets, ASTR has more ob-

ious advantages. This further proves the robustness of our method

nd the effectiveness of ASTR in irregular scene text recognition

ask. 

. Conclusion 

In this paper, the adversarial learning strategy is introduced

nto the scene text recognition task, and a new scene text recogni-

ion framework ASTR is proposed. In this algorithm, we regard the

roblem of irregular text rectification as a problem of regular text

mage generation and use the recognition network as a discrimina-

or to evaluate the quality of the rectified image. At the same time,

e use the difference between the original image and the rectified

mage in the recognition results to design the minimax game loss

nd achieve outstanding performance through adversarial learning.

The proposed method is validated on seven widely used scene

ext datasets. The experimental results show that our method has

chieved state-of-the-art effect for the scene text recognition task.

he outstanding performance on the irregular text datasets further
6] IC13 [22] IC15 [21] SVT-P [30] CUTE80 [31] 

Full 0 0 0 50 0 0 

62 – – – – – –

84 – – – – – –

67.8 – – – – – –

91.5 – – – – – –

82 – – – – – –

80.3 – – – – – –

– – – – – – –

– – – – – – –

78 – 87.6 – – – –

– – – – – – –

98.6 93.1 90.8 – – – –

97 89.6 81.8 – – – –

98 91.9 89.6 – – – –

96.2 90.1 88.6 – 91.2 71.8 59.2 

97 88.7 90 – – – –

– – – – 93 75.8 69.3 

97.3 94.2 93.3 66.2 92.6 71.5 63.9 

95.3 89.9 89.1 – 94.3 73.5 –

– 93.72 90.74 – – 78.76 76.39 

97.8 95 92.4 68.8 94.3 76.1 77.4 

97.4 93.6 94.3 81.2 96.9 80.2 82.3 



222 J. Zhao, Y. Wang and B. Xiao et al. / Pattern Recognition Letters 138 (2020) 217–222 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

[  

 

 

 

 

 

 

demonstrates the robustness and generality of the proposed train-

ing strategy. 

For future works, we hope to explore the recognition network

to directly extract the core features for text recognition on the

bases of adversarial learning, so as to simplify the encoding and at-

tention mechanism design process and further improve the recog-

nition performance for irregular text images. 
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