
 

A Selective Attention Guided Initiative Semantic

Cognition Algorithm for Service Robot

Huan-Zhao Chen          Guo-Hui Tian          Guo-Liang Liu

School of Control Science and Engineering, University of Shandong, Jinan 250061, China

 
Abstract:   With the development of artificial intelligence and robotics, the study on service robot has made a significant progress in re-
cent years. Service robot is required to perceive users and environment in unstructured domestic environment. Based on the perception,
service robot should be capable of understanding the situation and discover service task. So robot can assist humans for home service or
health care more accurately and with initiative. Human can focus on the salient things from the mass observation information. Humans
are capable of utilizing semantic knowledge to make some plans based on their understanding of the environment. Through intelligent
space platform, we  are  trying  to  apply  this process  to  service  robot. A  selective  attention  guided  initiatively  semantic  cognition  al-
gorithm in intelligent space is proposed in this paper. It is specifically designed to provide robots with the cognition needed for perform-
ing service tasks. At first, an attention selection model is built based on saliency computing and key area. The area which is highly relev-
ant to service task could be located and referred as focus of attention (FOA). Second, a recognition algorithm for FOA is proposed based
on a neural network. Some common objects and user behavior are recognized in this step. At last, a unified semantic knowledge base and
corresponding reasoning engine  is proposed using recognition result. Related experiments  in a real  life scenario demonstrated that our
approach is able to mimic the recognition process in humans, make robots understand the environment and discover service task based
on its own cognition. In this way, service robots can act smarter and achieve better service efficiency in their daily work.
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1   Introduction

Service robot has a huge market potential as it is very

useful for ordinary families. There still remain a few tech-

nology challenges constraining its development like cogni-

tion  obstacle.  At  present,  the  comprehension  of  service

robot  is  insufficient.  Normally,  only  simple  information

(like  finding  obstacles  or  planning  a  route)  is  perceived.

Due to  the  lacking  of  knowledge,  the  functions  and  ap-

plications of service robot are highly restricted. Perform-

ing high level service tasks (like serving a drink or clean-

ing floor)  requires  robots  fully,  precisely  and  appropri-

ately  particularizing  their  basic  control  programs.  Robot

intelligence could be improved by imitating human brain

system, just like the application of semantic knowledge. It

is  usually  considered  an  effective  way[1]. This  paper  fo-

cuses on the algorithm of understanding and reusing deep

semantic knowledge in service robot. In this way, service

robot  can  deeply  understand  the  environment  and

provide  better  services.  The  knowledge  of  computing

provides a solid basis for building a cognition system for

service robot. Here, we are trying to transfer the human

cognition process to service robot.

Intelligent space is deployed to capture information in

a mutual way. It is able to improve both perception skills

and executive skills of service robots. The core idea of in-

telligent  space  is  to  distribute  the  sensors  and  actuators

in the environment. It is a space where users can interact

with  computers  and robots,  and get  useful  services  from

them. Fig. 1 illustrates  the  intelligent  space  architecture,

which is utilized in order to improve the perception skill

and operational skill of service robots.

Accurately understanding of the world is a major top-

ic of robotics. In our research, we propose a cognition al-

gorithm based on both visual way and key area in intelli-

gent space.  On  one  hand,  applying  artificial  neural  net-

work enables to recognize common objects from visual in-

formation. On the other hand, using key area method in
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Fig. 1     Overview  of  intelligent  space  system. The  core  idea  of
intelligent space is to distribute the sensors and actuators in the
environment.
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intelligent space is very suitable for capturing human be-

havior of  the  domestic  environment.  Selective  visual  at-

tention  is  capable  of  directing  attention  rapidly  towards

objects  of  interest  in  the  environment[2].  As  a  result,  we

propose  a  novel  selective  attention  model  in  order  to

choose  the  useful  information  relative  to  service  task

while  ignoring  the  mass  of  useless  information.  We  are

trying to  extract  semantic  knowledge  from  the  informa-

tion and  build  a  hierarchical  knowledge  base.  In  our  re-

search,  knowledge is  described in description logic,  while

representing declarative  expressions  using some standard

ontology languages. Knowledge processing is proposed to

make  robots  be  able  to  bridge  the  gap  between  vague

task descriptions and the detailed information needed to

actually perform those tasks.

2   Related work

We  present  some  related  work  which  includes  robot

semantic knowledge, intelligent space and selective atten-

tion. The detail of related work is described in this section.

2.1   Semantic robot knowledge

In  recent  years,  the  research  of  robot  knowledge  has

made  a  great  progress.  Ontology  plays  a  critical  role  in

representing  knowledge  for  robots  and  other  domains[3].

Ontology  is  a  traditional  and  popular  way  to  represent

knowledge  and  taxonomy.  It  is  capable  of  defining  the

structure  of  knowledge  from  many  different  domains.

Verbs represent relations between objects and nouns rep-

resent the classes of objects. Suh et al.[4] proposed an on-

tology  based  multi-layered  robot  knowledge  framework

called OMRKF. All the classes are built in a structure of

3 ontology layers and 3 knowledge level system. Further-

more, a novel OUR-K system for robot knowledge is pro-

posed  based  on  OMRKF.  OUR-K  system  describes  the

service robot knowledge that is required to integrate the

low-level  knowledge  about  the  common  objects,  metric

maps,  perceptual  features  and primitive  behaviours  with

high-level knowledge. The high-level knowledge covers the

objects,  semantic maps,  etc.  Normally,  it  associates with

the semantic knowledge classes on service task. Moreover,

this OUR-K framework enables a robot to perform some

work  by  using  some  supposed  simple  rules.  The  related

rules are  based  on  semantic  knowledge  classes  and  rela-

tions  among  different  knowledge  classes[5]. Wong-

patikaseree et al.[6] introduced the novel context-aware in-

frastructure  ontology  for  behaviour  recognition  in  smart

home (SH) domain. This model is built for behaviour re-

cognition in SH. Wongpatikaseree et al.[6] also proposed a

method for distinguishing activities based on object-based

and location-based semantic concepts.

2.2   Intelligent space

The intelligent space understands the user by detect-

ing  user′s behavior  through  the  sensors  and  provides  in-

formation to  the  user.  In  the  target  space,  a  user  is  ob-

served by  some  distributed  sensors  (like  cameras,  ultra-

sound,  microphones,  etc)  connected  to  a  network.  Also,

the status of intelligent devices can also be recorded. At

the same time, some actuators can also be manipulated to

provide service to users or robot.  Robot is assumed as a

physical  agent  of  the  space  to  provide  physical  services

for the human. Lately researchers have transferred the in-

telligent space from concepts of ubiquitous computing to

applications  in  the  domestic  environment.  On  the  other

way,  a  group  of  actuators  (like  robots,  personalized

wheelchairs) are also installed in the environment that al-

lows executing  service  task  and  human-machine  interac-

tion.  Finally,  all  the  sensory  and  actuation  machines

make  the  supervisor  system.  The  system  is  capable  of

helping  agents  to  analyze  the  cognition  information  and

make plans[7]. There are two major approaches of intelli-

gent space as a key component between environment and

related applications. Some approaches aim at assisting co-

operation between human, co-workers and robots, as well

as trying to  personalize  the environment to  provide bet-

ter service. The other approaches aim at improving user′s
quality  of  life  and  reducing  costs  of  energies.  In  recent

years, the research on service robot and intelligent space

integration has made a great progress world wide[8–10].  A

hybrid  cloud  framework  based  on  intelligent  space  was

proposed[11].  Cloud  computing  is  used  to  improve  the

computing and communication skills for intelligent space.

This has created a great combination of service robot and

intelligent space. Due to complete ubiquitous sensor net-

work, intelligent space is introduced to perceive environ-

ment as well as user behavior in this paper.

2.3   Selective attention model

Selective  attention  model  is  proposed  originally  for

rapid scene  analysis.  This  kind  of  model  is  usually  in-

spired by the mechanism and neuron architecture of  the

human visual  system[12].  In the traditional  approaches,  a

series of  feature  maps  in  different  scales  would  be  com-

posed into  a  unique  topographical  map  referred  as  sali-

ency  map.  Then,  an  artificial  neural  network  is  built  to

assemble the  saliency  map and  find  out  the  focus  of  at-

tention  (FOA).  The  model  has  also  been  implemented

considering the difference of Gaussian filter and Gabor fil-

ter. This operation has been biologically demonstrated[13].

The traditional computing process is as follows: First, the

stimuli features were extracted out of the surrounding en-

vironment. Next, the saliency map in 3-dimensional (3D)

formation is built based on the previous stimuli features.

The saliency of the specific environment can be represen-

ted by  building  a  saliency  map.  This  has  been  demon-

strated as a regular and effective way for bottom-up dir-

ection saliency computing. Third, the inhibition of return

(IoR)  mechanism  is  applied  to  dynamically  switch  FOA
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in the computing process. The result of saliency comput-

ing is  referred as FOA. It  could be transferred from one

present place to another potential place, while the origin-

al FOA is depressed. Fourth, referring to FOA attention,

an eye  movement  is  performed.  This  operation  determ-

ines  where  to  look.  Normally,  this  step  is  known  as  the

most  challenging  problem  between  attention  placement

with  related  coordination  system.  Finally,  subsequent

scene understanding and object recognition takes advant-

age of finding FOA. So the traditional selective attention

computing model normally consists of these 5 key steps[14].

A  series  of  saliency  computing  models  are  proposed

based  on  classical  Itti′s  model.  For  example,  Hou  et

al.[15, 16] proposed an image signature of saliency comput-

ing, referred as image descriptor. Some novel selective at-

tention  models  are  proposed  based  on  new methods  like

deep  neural  network  in  recent  years.  Zhao  et  al.[12] pro-

posed  a  multi  context  deep  learning  framework  where

deep neural network is used to describe saliency for sali-

ent object detection in images. Wang et al.[17] presented a

saliency  detection  algorithm  based  on  integrating  both

global search and local  estimation.  The deep neural  net-

work  also  plays  a  key  role  in  the  computing  process[17].

For  local  estimation  operation,  local  saliency  is  detected

by  using  a  deep  neural  network  (DNN-L).  The  method

collects  the  local  patch  features  to  determine  saliency

score  of  each  pixel  in  images[18, 19].  Zhang  et  al.[20] used

the saliency detection algorithm to extract a representat-

ive set of patches of salient regions. This makes an unsu-

pervised  learning  framework  for  classification  task[20].

Many  successful  popular  models  of  bottom-up  direction

attention computing  are  based  on  the  saliency  map  ap-

proach. The differences in these approaches are the ways

on how to process the sensory information and how to ex-

tract  saliency  from  them.  For  domestic  service  robot,

there  are  two  main  shortages  in  traditional  attention

mechanism. At first, blocking is a big trouble when con-

sidering the complex environment of  the domestic  envir-

onment.  Due  to  the  user′s  movement,  it  is  not  always

easy to find the saliency objects directly. Second, human

behavior is a key component of robot′s attention for ser-

vice task. Human behavior deserves more interests in sali-

ency computing process.

Unlike previous  studies  focusing  on  low-level  cogni-

tion this paper proposes a cognitive method for acquiring

high-level  semantic.  Intelligent  space  is  implemented  to

improve  the  robot′s  ability  to  comprehensively  perceive

the  environment.  Selective  attention  is  used  as  a  prior

knowledge of the cognitive process. So salient and task-re-

lated objects are initiatively selected as the input of cog-

nition. Cognitive results are semantically represented and

transferred  as  robot  knowledge.  Methods  on  semantic

knowledge processing are applied in our research for stor-

ing and reasoning knowledge in multi domains. Research

progress in  related  fields  laid  the  foundation  for  this  re-

search.

3   A selective attention guided initiative
semantic cognition algorithm

In this chapter, a selective attention guided initiative

semantic cognition algorithm is proposed. First, an atten-

tion selection model is presented which aims to find FOA.

FOA contains  potential  information  about  service  tasks.

Then, objects in FOA are recognized based on deep neur-

al network and multi-instance learning. Cognitive results

exist in  the  form  of  simple  semantics.  At  last,  a  know-

ledge base is built to represent and store semantic know-

ledge.  Also  a  corresponding  reasoning  engine  is  built.

Based on semantic knowledge and cognitive result,  some

corresponding solutions can be produced in order to sup-

port service.

3.1   Selective attention model

Human  visual  system  has  powerful  capabilities  to

quickly locate significant items in a complex environment.

In  this  chapter,  we  build  a  selective  attention  model

based on visual saliency computing and event item as the

general  procedure  is  illustrated  in Fig. 2. The  input  in-

formation consists of three types three forms as color im-

age,  depth image  and discrete  sensor  data.  Depth image

is  obtained  by  infrared  sensors  from  Microsoft  Kinect.

Color images and depth images are jointly used to com-

pute visual saliency from the images. According to intelli-

gent  space,  discrete  sensor  data  about  users  or  facilities

can be used to generate event items.

3.1.1   Visual saliency computing

r g b

I
I = (r + g + b)

3
I(σ) σ ∈ [0, 1, 2, · · ·, 8]

⊖

Color images are obtained from ceiling camera in the

intelligent space platform. As ,  and  refer to the red,

green and blue channels of one image. The intensity im-

age  is  produced  as .  Then,  a  Gaussian

pyramid  is  created with the scale .

We  use  center-surround  mechanism  of  visual  receptive

field from human visual system in the research.  repres-

ents  the  cross-scale  difference  from  different  maps.  This

computing process is highly related the sensitive features
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Fig. 2     Flow chart of selective attention process
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I(c, s) c sand showed in a series of maps , with scales  and :

I(c, s) = |I(c)⊖ I(s)|. (1)

I O(σ, θ) σ ∈ [0, 1, 2, · · ·, 8]
θ ∈ [0◦, 45◦, 90◦, 135◦]

O(c, s, θ)

O(c, s, θ) = |O(c, θ)⊖O(s, θ)|

By  using  Gabor  filter,  we  represent  local  orientation

from  as , where  represents the

scale  and  is the  preferred  orienta-

tion. Orientation feature maps  are encoded as a

group  local  orientation  contrast  between  the  center  and

surround scales: .

md

Then, we obtain depth images based on infrared cam-

era from Microsoft Kinect. At first, speckle pattern in dif-

ferent  scales  are  captured  by  Kinnect.  They  are  used  as

the primary reference pattern. Next, the infrared camera

detects the objects and obtains its corresponding speckle

pattern.  The depth information is  obtained by matching

primary  or  reference  pattern  and  using  triangulation

method of  ground resistance  test.  Finally,  it  generates  a

depth image to describe the spatial information by using

3D  reconstruction  and  local  offset.  The  environment  is

demarcated in intelligent space. A group of area is preset

with given weight. So when users or robots appear in the

area,  they  will  get  a  high  score  to  reflect  their  saliency.

After  a  normalization  operation,  we  can  get  depth  map

 to describe  the  spatial  relationship  of  the  environ-

ment.
3.1.2   Event item saliency computing

We defined the Event item to resemble discrete sensor

data on human behavior and facilities extracted from in-

telligent space. Fig. 3 illustrated the intelligent space plat-

form where we can collect sensing information related to

service task.

Discrete  sensor  data  is  transferred  as  event  item and

added to the selective attention model. The concept Key

area has been proposed in our previous research on intel-

ligent space. The area which is high related to some cor-

responding  behavior  is  referred  as  Key  area.  With  the

help  of  intelligent  space  platform,  objects  in  key  area

could be well  observed.  We labeled some key areas  (like

chairs  and  doors)  in  target  environment.  Event  item  is

defined as a unique score assigned to every possible state

triggered  by  sensor  in  key  area.  This  kind  of  score  is

defined as an event item and assumed to be highly relat-

ive to human behavior. For example, the user is assumed

to be cooking if he is detected near the stove. Human be-

havior is one of the key focuses for service robot. Robots

should  provide  services  based  on  their  understanding  of

human behavior.  This  could  be  treated  as  prior  know-

ledge and created as  a  top-down computing of  attention

selection  for  service  robot.  By  using  event  item  from

sensor network of intelligent space, information about hu-

man behavior is obtained and mixed in saliency comput-

ing process.

{e1, e2, e3, · · ·, 8eN}
N

M X

When one user is active in the object environment, re-

lative sensors could perceive his activity or relative facilit-

ies. Event items are used to describe the sensor informa-

tion.  The  set  of  all  event  items  is ,

suppose  there  are  observations.  Here,  we  believe  the

output of the observation follows Gaussian mixture mod-

el . The probability density of  is

p(x|M) =
N∑

n=1

πnN(x|µn, σn) (2)

πn

∑N

n=1
πn = 1 µn σn

n

N(x|µn, σn)

E

where  is mixture coefficient. .  and 

are  average  and  variance  of  the -th  Gaussian

component.  Gaussian distribution  is  used to

represent one specific event item. We built a feature map

 to describe event items from intelligent space which are

highly related to service task.
3.1.3   Saliency map generation

In this chapter, a saliency map is built by assembling

feature maps to describe the saliency of one specific envir-

onment. For one specific saliency map, there is always a

salient area with the maximum score. By common sense,

this area deserves the focus of servers just like the defini-

tion of FOA in our research. The saliency map is built as

a layer of artificial neurons.

Here  we  get  the  weight  for  every  part  of  saliency

amount based on the computing of entropy. The entropy

can be obtained by the following equation:

es =

4∑
k=1

ek. (3)

SThe saliency map  is  calculated by accumulation of

static and dynamic feature map as

S =
e1
es
mc +

e2
es
mi +

e3
es
mo +

e4
es
md + E. (4)

E

In  this  way,  features  are  accumulated  by  its  entropy

to ensure the result to be more precise and comprehens-

ive. Event item  is also added to the computing process,

so that discrete event information is also concerned in the

saliency map.
3.1.4   Choosing focus of attention

Here we  build  a  Winner-take-all  (WTA)  neuron  net-

work to choose the focus of  attention (FOA).  The neur-

ons  from  WTA  continuously  receive  excitatory  inputs

 

 
Fig. 3     Illustration of Key area  in  intelligent  space. For a  real
target  environment,  discrete  sensors  (red  knots)  are  used  to
capture status of users or facilities. Color versions of the figures
in this paper are available online.
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from previous saliency map and are all independent from

each other. If one neuron is firing and referred as a win-

ner  one,  it  is  believed  its  corresponding  area  is  salient.

Next, the  mechanism  inhibition  of  return  (IoR)  is  ap-

plied  in  our  research  to  dynamically  switch  FOA.  FOA

could  be  shifted  to  the  location  of  the  winner  neurons

among WTA neurons  while  the  saliency  map  is  refresh-

ing.  This  operation  based  on  both  WTA  and  IoR  has

been proved  biologically  plausible  in  human  visual  psy-

chophysics.

In order to locate the FOA, the winning position:

FOA = argmaxS. (5)

In this way, the FOA which is highly relevant to ser-

vice task can be picked out. This mechanism will be veri-

fied by experiments in the following chapter.

3.2   Recognition

In this chapter, we propose a mixed recognition meth-

od  based  on  visual  information  computing  and  key  area

recognition of intelligent space. The FOA generated from

the previous section is used in region proposal operation.

Objects  in  FOA  are  emphasized  during  the  recognition

process. In  visual  recognition  step,  we  build  a  convolu-

tional auto-encoder to extract and encode features. Then

a multi-instance  learning  classifier  is  proposed  to  recog-

nize.  By  applying  key  area,  user  activities  and  status  of

facilities are used to recognize human behavior.

3.2.1   Visual recognition

h

We  propose  a  visual  recognition  method  based  on  a

convolutional  auto-encoder  (CAE).  Local  features  could

be well preserved due to the weights sharing of the neur-

al network covering all areas in CAE. The latent repres-

entation  could  be  used  for  linear  combination  of  simple

image patches for reconstruction. So we build a convolu-

tional neural  network  in  order  to  capture  latent  repres-

entation  for describing images.

x

h k

For an input image ,  the encoder generates a latent

representation  as -th feature map:

hk = σ(x ∗W k + bk). (6)

b σ

∗
Here  is the bias and  is the scaled hyperbolic tan-

gent as the activation function. The symbol  denotes the

2D convolution operator.  Then the reconstruction opera-

tion is

y = σ

(∑
x∈H

hk ∗W k + c

)
. (7)

c H
W

There  is  one  bias  for  each  input  channel.  Here 

identifies  the  latent  feature  maps  and  identifies  the

weights  in  both  dimensions.  The  cost  function  is  the

mean squared error (MSE):

E(θ) =
1

2

n∑
i=1

(xi − yi)
2. (8)

The training process based on BP algorithm is

δh

δy
= x ∗ δhk + h̄k ∗ δy (9)

δh δywhere  and  respectively are the deltas of the hidden

states and the reconstruction.

X

h

h⃗ = h1, h2, h3, · · ·, hn

After training process, we are trying to build multiple

instance  bags  based  on  images  captured  by  intelligent

space. In this way, the recognition question is transferred

into a multi instance learning (MIL) problem. For an im-

age , it will be input to feature extractor and turned in-

to  latent  representation .  The  latent  representation  is

treated  as  a  bag .  Features  in  the

bag are treated as the instance.

Then, an image instance library is built, which is rel-

evant  to  specific  objects  in  domestic  environment. Fig. 4
illustrates the image library and takes service robot as an

example.  A  group  of  images  is  captured  from  different

shooting  angle  or  distance.  The  images  are  captured  in

local  environment,  so  they  contain  local  features  like

lighting or background. Then the images are input to fea-

ture extractor mentioned previously to achieve latent rep-

resentation.

N {B1, B2, · · ·, BN}
a(i) {B11, B12, B13, · · ·, B1a}

Bij d

[Bij1, Bij2, Bij3, · · ·, Bijd]
T

Γ =

{l1, l2, l3, · · ·, lN} ψ = {positive,
negative} Ω {B1, B2, · · ·, BN}

Suppose there are  bags ,  the i-th

bag is composed of  instances .

Each  instance  is  a  dimensional  feature  vector

,  where  its  mark  set  is 

.  Here  we  mark  space  as 

, Instance space  is . So, the

training dataset is

D = ⟨B,Γ⟩ = {⟨B, li⟩ |i = 1, 2, 3, · · · , N}. (10)

Ω

Bi = {B1, B2, · · ·, BN}
For  an  known  instance  space ,  bags

 are  consist  of  instances,  where

 

Service

robot

 
Fig. 4     Illustration  of  instances  for  service  robot.  For  each
specific object, the image is captured under different conditions.
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i = 1, 2, 3, · · ·, N D = ⟨B,Γ⟩. The training dataset  is

f : {B1, B2, B3, · · ·, BN} → ψ. (11)

f̂

The goal of the instance learning is to build a classifi-

er  which aims at predicting the labels  of  new bags.  A

normal  back  propagation  neural  network  is  built  to  be

the  classifier.  At  first,  the  global  error  function  at  the

level of the bags is defined as

E =

N∑
i=1

Ei (12)

Ei Bi Bi = +

Bi Bi = −
where  is the error in .  Assume that  means

 is a positive bag, while  means a negative bag.

The error is defined as follows:

Ei =


min

i≤j≤Mj

Eij , if Bi = +

max
i≤j≤Mj

Eij , if Bi = −. (13)

EijThe error  for each instance is defined as

Eij =


0, if (Bi = +) and (0.5 ≤ oij)

0, if (Bi = −) and (oij ≤ 0.5)

1

2
(oij − 0.5)2, otherwise

(14)

oij Bijwhere  is the actual output of .

p

Eij

Bij

Eij Bi

Bi

Bi

Ei

Bi Bi,j+1

E

Next,  we  apply  back-propagation  algorithm  to  train

the neural network. The proposed neural network already

contained  input nodes,  one  output  node  and  one  hid-

den layer. Here we choose sigmoid function as the activa-

tion function. For each epoch, the training bags are pro-

cessed and fed into the network one by one.  could be

produced according to (14) when the instance  is fed.

If  is zero for a positive bag , all the rest instances

of  are  not  fed  to  the  network  in  this  epoch  and  the

weights in the network will not be updated for . Other-

wise  is computed according to (13). The weights in the

network  would  be  updated  according  to  its  updating

mechanism after all  instances of  are fed.  Then 

is fed to the network and the training process is repeated

until  the  global  error  decreases  to  some  preset

threshold or the number of epoches increases to some pre-

set threshold.
3.2.2   Key area recognition

In this chapter, we build a human behavior classifica-

tion  method  in  Key  area.  Human  behavior  is  believed

highly related to his location, as well as the status of cor-

responding facilities. Take an office scene as an example.

One  user  is  assumed  to  be  intended  to  leave  the  room

with high probability if he is detected near a door. If the

user  is  near  a  sofa,  he  might  intend to  take  a  break.  In

our research, we have built an intelligent space platform

which  is  capable  of  capturing  both  human  location  and

the status  of  facilities.  Next  a  spatial  grid  has  been  in-

stalled  in  the  same  environment  with  intelligent  space.

The  user  trajectory  in  the  space  can  be  described  using

sequences of  grid.  The key area recognition process is  il-

lustrated in Fig. 5.

Ωp = p1, p2, p3, · · ·, pn

Ωs = s1, s2, s3, · · ·, sk

We built a set of , which repres-

ents  the  sequences  in  the  spatial  grid.  We  also  build

 to  represent  the  status  of  facilities

like  TV,  refrigerator,  etc.  Intelligent  space  could  record

user′s movement if he is wandering in target environment.

Then we build a rule base to classify the human behavi-

or and to generate corresponding semantic representation.

For a fixed environment, a group of proper rules can ac-

curately  reveal  human behavior  and improve recognition

efficiency. The rules are defined as

{p,±s} → behavior. (15)

The detailed examples can be seen in Table 1. In this

way, the sensor  information directly  triggers  correspond-

ing behavior in specific scenario.

4   Knowledge storage and semantic
reasoning

In  previous  chapter,  objects  are  well  recognized  and

transferred into semantic format. In this chapter, we de-

scribe  the  overall  knowledge  by  building  a  knowledge

base  which  is  illustrated  in Fig. 6.  There  are  two  main

components as class and instance to represent knowledge.

They are arranged in a taxonomic structure and in hun-

dreds of classes. Users could extend the set of ontologies

 

Table 1    Examples of rule base

Number Status sequences Behavior

1
{a3, b3, c3, d3, door_on}

Exit

2
{d3, c3, b3, a3, table01_on}

Work

3
{a3, a2, b2, b1, tv1_on}

Entertain

4
{b1, b2, a2, a3, table01_on}

Work
 

 

a3

a2

a1

b3

b2

b1

c3

c2

c1

d3

d2

d1

 
Fig. 5     Illustration  of  intelligent  space  grid  installation.  By
region division using grids, human trajectory can be measured.
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by  deriving  new  classes  from  old  ones.  The  class  level

contains abstract terminological knowledge in a taxonom-

ic structure like the types of objects, events and actions.

The instances represent concrete physical objects or actu-

ally  performed  actions.  Then  the  properties  are  used  to

link  between  classes  and  instances.  All  relations  are  in

(Subject,  Object,  Property)  triples  formation.  We  define

three ontology components as environment, service and

robot.

In  our  approach,  the  class  of environment includes

some key components for service task like users, objects,

contexts, behaviour, intelligent space,  etc. objects de-

scribes the classes of  objects  with their  semantic proper-

ties as well as the knowledge about how to recognize and

manipulate  them.  An  object  is  described  by  its  features

like color,  material,  shape,  especially the function is  also

attached to the specific object. The map class contains a

map of the environment. In our work, the map is mixed

with topological map and semantic map. The topological

map in our approach composes of a few nodes or links in

order  to  describe  the  environment.  Maps  can  be  created

by many different kinds of  sensors like laser sensors and

cameras, which could be stored in 2D or 3D format. Our

approach  provides  several  classes  to  describe  different

kinds  of  maps.  The  semantic  map  consisted  of  localized

object instances. The robot is able to use the map to loc-

ate  objects  and  could  be  updated.  The  links  and  areas

can  be  arranged  for  robot  path  planning.  The context

class  contains  some context  knowledge  for  service  robot.

The  behaviour  class  contains  behaviour  knowledge  for

users  in  the  environment.  The user class  contains  some

knowledge  for  common  users  and  guests,  including  their

identification  knowledge,  personal  hobbies  and  medicine

knowledge.  The intelligent space class  contains  some

knowledge about  facilities  in  the  intelligent  space  plat-

form.

The class of service contains some key components of

semantic description for service robot knowledge recogni-

tion and execution. These classes are similar to a diction-

ary for  describing  service  tasks.  By  connecting  with  ser-

vice class service robot is able to obtain the sequences of

steps  to  perform a  specific  task.  For  example,  an  action

navigation  may  have  the  properties  like fromLocation

and toLocation. This process is realized by class restric-

tion.  Moreover,  this  class  is  independent of  robot,  which

makes  the  ontology  more  unified  and  generic  between

types of robots.

The class of robot describes the semantic properties of

the robot  including  the  identification  components  or  ac-

tions  for  each  specific  robot.  In  our  research,  a  robot  is

defined  to  be  a  physical  agent  which  is  equipped  with

sensors and actuators. The class component covers hard-

ware (sensors  and  actuators)  and  software  (related  pro-

grams) of robots. The class identification describes iden-

tification of  the  robot  (like  functions  and  hardware  con-

figurations). The class of actions describes actions intuit-

ively  performed  by  robots  to  execute  tasks  or  shift  the

scenes.

Then we build a rule based reasoning engine based on

description  logic  (DL). Fig. 7 illustrates  the  reasoning

mechanism. In this paper, DL is used to design rules con-

taining  two  functions  as  computing  class  affiliation  and

computing the most specific classes an individual belongs

to. By using rules, we can obtain semantic knowledge on

high-level environment or users from cognitive result, and

then find service need and make service plans. Cognitive

results are used to design a specific semantic query in the

beginning, as service robot treat the users as core of the

service. The query is mainly directed at the user′s status

or intention. Then, it is sent to the knowledge engine and

transferred  into  query  statement  in  query  analysis  step.

Against  specific  query,  knowledge  about  user′s  demand

and corresponding  service  can  be  assembled.  Next,  for  a

specific  robot  to  provide  the  service,  a  detailed  solution

on how to perform the task will be generated. At last, the

solution is sent back to service robots for guiding robot to

provide service.

5   Experiments

A set of experiments in real scenario are performed in

order to verify the selective attention guided initiative se-

mantic cognition algorithm. At beginning we built an in-

telligent space platform located in a real scenario. Sensors

 

All

Enviro-
nment

ServiceRobot
Serving

Recognition
CleaningIdentificationMove

Navigation

Observing

Map

User Object

Name
Age

Gender

Context

Device

Key area

Furniture

has_a
has_a

has_a

has_a

has_a

has_a

has_a

has_a

has_a

has_a

has_a

has_a

has_a

has_a has_a

has_a
has_a

has_ahas_a

has_a

 
Fig. 6     Illustration of knowledge base hierarchy
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Fig. 7     Illustration of reasoning mechanism
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(like switch sensors, motion sensors and pressure sensors)

are installed around the key areas such as the television,

refrigerator, window, door, computer desk and the chairs.

We  perform  an  experiment  using  the  intelligent  space

platform to  test  the  general  performance  of  this  al-

gorithm.

Selective  attention  experiment. The selective  at-

tention  experiment  was  first  performed. Fig. 8 illustrates

the  performance  of  this  environment.  In  first  two  rows,

color images and depth images are captured in the scen-

ario of family life. The third row are saliency maps gener-

ated  by  the  proposed  saliency  computing  method  in

Section 3.  The saliency part  from both image and event

can  be  revealed  in  the  saliency  part.  Hence,  we  draw  a

red rectangle around the saliency part of the saliency map

in the fourth column.

From Fig. 8, the  most  obvious  part  in  the  environ-

ments  is  chosen  to  be  FOA.  We  can  see  that  user,  TV

and  service  robot  are  chosen  to  be  FOA.  It  is  obvious

that  these  objects  are  all  highly  relative  to  service  task.

As other  information  can  be  ignored,  the  cognition  sys-

tem can be more effective. According to Fig. 8, we can see

that our approach is capable of computing the saliency of

the  environment  and  making  a  right  choice  by  common

sense.

Recognition  experiment.  The  recognition  method

based on  artificial  neural  network  and  key  area  is  pro-

posed  to  recognize  objects.  We  built  an  instance  image

library for  the  personalized  environment.  A group  of  in-

stances based on users or common objects in service scen-

ario are produced and included in the library. For a spe-

cific object, we obtain a set of images at different angles

and  with  different  environments.  A  few  instances  of  the

common objects in this paper are illustrated in Fig. 9.

Instance library contains common objects in a person-

alized  environment.  Saliency  parts  of  the  image  are

picked  out  and  recognized  through  selective  attention

model.  The  result  is  illustrated  in Fig. 10.  It  shows  that

user, service  robot  and  facilities  can  be  recognized  cor-

rectly in the image.  Due to the guidance of  selective at-

tention  model,  only  part  of  the  targets  associated  with

the  service  task  are  selected  and recognized.  The  results

show that  the  method  is  capable  of  choosing  the  salient

things relative to service task and recognize them.

Table 2 illustrates summary of the comparative exper-

iment results.  It  contains  the  results  from  both  our  ap-

proach  and  traditional  approaches  (like  R-CNN,  fast  R-

CNN and faster  R-CNN).  Due to the attention selection

operation,  only  useful  objects  related  service  work  is

transferred  to  recognition  process.  This  operation  not

only increases  the  accuracy,  but  also  decreases  the  pro-

cessing time. The result shows that our approach is cap-

 

 
Fig. 8     Experiment on selective attention model
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Fig. 9     Demos of instance library
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Fig. 10     Demonstration of recognition
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able of recognizing a few useful objects in a short time.

user_is_watching_Tv
serve_water

find_cup
delivery_cup to_user

delivery

locate move_to

Reasoning  experiment. At  last,  we  built  a  know-

ledge graph based on the taxonomy described previously.

Fig. 11 illustrated  the  process  of  reasoning  experiment.

The  knowledge  graph  mainly  includes  some  aspects  of

users,  service,  robot  and  corresponding  relations.  Then,

we  applied  a  reasoning  engine  which  aims  at  utilizing

knowledge  to  produce  solutions.  Suppose  the user1  is

found  to  be  in  the  room  and  sitting  on  a  specific  chair

chair1, then service robot should understand user status

and then go close to offer some drink. First, the user be-

havior is recognized, as well as the status of TV. We can

see  that  the  user  is  in  the  state 

and  needs  some  drink.  The  service  is re-

quired.  Components  of  this  specific  task  on ,

 and  are  assembled.  The  robot

could  get  a  service  solution  about  locations,  destination,

objects,  etc.  Finally,  the  robots  prepare  to  offer  service.

Based  on  the  specific  function  of  service  robot,  motions

and actions (like ) could be produced. Then, de-

tailed actions are produced and robot1 is able to execute

specialized  motions  (like , ) to  finish  ser-

vice task.

6   Conclusions

The service  robot  urgently  needs  to  perceive  the  ex-

ternal environment  and  actively  provide  service  opera-

tions  based  on  the  result  of  understanding.  This  greatly

improves  the robot′s  intelligence and service  capabilities.

The cognitive ability of robot′s is still a bottleneck. Simu-

lating human biological cognitive systems to improve the

cognitive ability of robots is an important challenge. This

helps  to  significantly  improve  the  robot′s ability  to  pro-

cess information in a complex home environment for cog-

nition.  We  are  trying  to  simulate  human  cognition  on

serving robots with the help of intelligent space. In order

to enhance the robot′s service function and overcome cog-

nitive bottlenecks, we propose a selective attention guided

initiative semantic cognition algorithm.

Comparing with  traditional  research  on  robot  cogni-

tion, the main contributions of this paper are as follows.

At first,  selective  attention  model  is  applied  in  our  re-

search to guide the recognition process.  On one hand,  it

could handle  the  complexity  of  the  perceptual  informa-

tion. A  mechanism  to  locate  the  image  regions  for  fur-

ther  processing  is  considered  as  potential  work.  On  the

other  hand,  it  is  capable  of  supporting  action  decisions

and  plans.  Robots  face  similar  domestic  environment  as

humans do: Move to one specific location and carry some

objects  in  a  given time.  So that  a  mechanism that  finds

the potential parts of the environment and decides what

to do next is crucial. Since robots usually operate in fixed

domestic  environment  as  humans,  it  is  reasonable  to

mimic  the  human  attention  system  to  execute  these

tasks.  This  kind of  operation could greatly  improves  the

efficiency of recognition skills in service robots. Secondly,

we proposed  a  selective  attention  guided  recognition  al-

gorithm  based  on  mixing  of  MIL  and  key  area.  In  this

way robots are capable of simultaneously recognizing ob-

jects or  users  in one specific  image.  Due to the relation-

ship  between  human  behavior  and  his  spatial  position,

methods on  key  area  in  intelligent  space  are  able  to  re-

cognize  user  behavior  accurately and timely.  At last,  we

developed a semantic knowledge representation for a ser-

vice  robot  to  assist  in  the  development  and  certification

of  effective  foundations  for  sensing,  mobility,  SLAM,

planning and interaction with users in daily life. Further-

more, the semantic knowledge covers service, objects and

environments. This algorithm makes it universal in differ-

ent domains  in  daily  life.  A  series  of  rules  are  also  pro-

posed describing relations between ontology. The class of

service plays a key role in integration of different aspects

in  the  environment  and  users.  As  is  known,  the  major

function of service robot is serving the users. Deep under-

standing  skills  based  on  semantic  cognition  could  enable

robots provide smarter and high-level service.

There still remain a few shortages in our research. As

our approach relies on intelligent space, we need to veri-

fy  our  approach  in  a  given  environment  with  intelligent

space  platform.  However,  the  experiment  scenario  is  in

real-life. But, the scenario and background are still  com-

paratively  simple.  The  ability  of  extracting  semantic

knowledge in our approach is inadequate. So, the robot is

smart enough  to  initiatively  find  knowledge  not  com-

pletely  by  itself.  In  the  future,  more  biological  theories

and new discoveries  will  be implemented in our research

 

Table 2    Summary of experimental results for recognition

Methods Target number Precision Time

This paper 5 99.2% 0.17s

R-CNN 20 46.2% 35s

Fast R-CNN 23 55.5% 0.49s

Faster R-CNN 22 59.8% 0.28s
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Fig. 11     Demonstration of finding a task
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to  optimize  the  cognition  process.  In  that  way,  we  will

build a model to capture high-level intention of the user

and make corresponding plans. As we have built a know-

ledge base, we will propose a top-down knowledge driven

attention selection process. In that way, we can take pri-

ori  knowledge  into  service  task.  Referring  new  methods

like LSTM and recurrent neural network (RNN), we will

propose new methods to obtain semantic knowledge with

more details and being in a higher level.
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