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Abstract: This paper investigates the event-triggered control of positive switched systems with randomly occurring actuator satura-
tion and time-delay, where the actuator saturation and time-delay obey different Bernoulli distributions. First, an event-triggering con-
dition is constructed based on a 1-norm inequality. Under the presented event-triggering scheme, an interval estimation method is util-
ized to deal with the error term of the systems. Using a co-positive Lyapunov functional, the event-triggered controller and the cone at-
traction domain gain matrices are designed via matrix decomposition techniques. The positivity and stability of the resulting closed-loop
systems are reached by guaranteeing the positivity of the lower bound of the systems and the stability of the upper bound of the systems,
respectively. The proposed approach is developed for interval and polytopic uncertain systems, respectively. Finally, two examples are

provided to illustrate the effectiveness of the theoretical findings.
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1 Introduction

In past decades, the research of positive systems has
received increasing attention in the field of control the-
ory and applications!!?l. Many practical systems can be
modeled by positive systems such as chemical engineer-
ing, ecology, network employing, water systems, etc. As
an important class of hybrid systems, switched systems[5
7l are more powerful for modeling practical systems than
other onesl® 9. Positive switched systems consist of a fi-
nite number of positive subsystems and a switching
logicl’0. Liu and Dangl'!l constructed a sequence of func-
tions for positive switched systems and these functions
can serve as an upper bound of the system trajectories
starting from a particular region. Co-positive Lyapunov
functions!2-14 are often used to investigate the stability
of positive switched systems, which are simpler than
quadratic Lyapunov functions. An upper bound to the
Li-induced norm of switched linear positive systems was
computed under dwell time constraints in [15]. The op-
timal control of positive switched systems was explored to
minimize a positive linear combination of the state vari-
able in [16]. Fornasini and Valcher[!” established some
necessary and sufficient conditions to deal with the stabil-
izability of discrete-time positive switched systems.
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By observing the above literature on positive switched
systems, we find that most of the existing controllers are
based on a time-triggered strategy. This control strategy
requires the update of the control law of systems at each
time instant, which increases the cost of controller design.
As the first attempt, Dorf et al.ll8l presented a novel con-
trol scheme based on an event-triggered sample to save
resources. A new approach for event-based state-feed-
back control was proposed by selecting the appropriate
threshold value of the event generator in [19]. Postoyan
et al.20 constructed a framework for the event-triggered
control of nonlinear systems by means of hybrid systems
tools. The event-trigger based adaptive control for uncer-
tain nonlinear systems was investigated using the switch-
ing threshold strategy in [21]. Static state-feedback con-
trollers and dynamical output-based controllers were de-
signed for general systems in [22]. To avoid zero behavior,
a lower bound of the inter-event time was explicitly
presented for the event-triggered control of switched sys-
tems in [23]. Using a piecewise Lyapunov functional
method, the decentralized event-triggered Ho, control is-
sue of switched systems with delay and exogenous dis-
turbance was considered in [24]. To obtain the largest do-
main of attraction, the feedback gain and the event-trig-
gering strategy were designed for positive systems sub-
ject to input saturation in [25]. Liu et al.20l introduced a
linear approach to deal with the event-triggering control
of positive systems with input saturation. More results on
event-triggered control can refer to [27-29] and refer-
ences therein.
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The saturation of control systems is a universal phe-
nomenon due to limited capacity of actuator elements.
Actuator saturation may lead to undesirable oscillatory
behavior or, even worse, instability of the systems. Some
valuable results on the saturation problems of general
systemsl30 31 and positive systemsl32 331 have been repor-
ted. Hu et al.B% provided an approach to estimate the do-
main of attraction of discrete-time linear systems using a
linear saturated feedback. Randomly occurring sensor sat-
uration was considered in [31] for networked systems to
improve the network environment. The convex hull tech-
nique was developed to solve the actuator saturation
problems of positive switched systems in [32]. The satura-
tion control of switched nonlinear systems was addressed
using a linear programming approach in [33]. On the oth-
er hand, delays are universal in the practical applications
and have complex impacts on system dynamicsB437. A
delay-dependent criterion for determining the stability of
systems with delays was addressed to obtain efficient sta-
bilizing effectsB8l. A controller of linear systems with
stochastic input delays was designed in [39]. In [40-42],
the control synthesis of positive systems with time-delay
was explored in terms of linear programming. A linear
matrix inequality approach was also used to reach the
delay-dependent stabilization of positive switched sys-
tems[#3l. Randomly occurring saturation and time-delay
are more general and practical than the determined cases
in the literature mentioned above. Up to now, there are
few results on the event-triggered control of positive
switched systems with randomly occurring actuator satur-
ation and time-delay. It is necessary to point out that the
research approaches of positive switched systems are dif-
ferent from general systems and the control issues of pos-
itive switched systems are more complex. These issues
motivate us to carry out the work.

This paper investigates the event-triggered control of
positive switched systems with randomly occurring actu-
ator saturation and time-delay based on linear program-
ming approach. First, an event-triggering condition is
proposed for the systems in terms of l-norm. Then, the
controller of the systems is designed by virtue of a mat-
rix decomposition approach. A general control frame-
work is introduced, which can be developed for interval
and polytopic uncertain systems. All the presented condi-
tions are solved by linear programming approach. The
rest of this paper is organized as follows. In Section 2, the
problem formulation is given. In Section 3, main results
are presented. Section 4 provides two examples to verify
the effectiveness of design. Finally, Section 5 concludes
the paper.

Notations. Let R, R" (or R%}), and R"*™ be the
sets of real numbers, n-dimensional vectors (or nonnegat-
ive), and n X m matrices, respectively. N and Nt denote
the sets of nonnegative and positive integers. For a vec-

tow = (z1, - ,2n) g = (= Ojmplieshatr; > ((z; > 0)¥i =
1,--+,n. Given a matrix A =[a;;] € R"*", A=0 (> 0)
implies that a;; >0 (a;; > 0), Vi,j =1,--- ,n. Similarly,
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A i B (A j B) means that Qij Z bij (CL@']' S b,‘j),

Vi,j =1,---,n. co{-} represents the convex hull. Define

1, = (1, Tty 1)T7 1£YLL) = (07 e 707 1707 to 7O)T> and 1oxn
—— e — N —

is an n X™ matrix with all* elements+1. The symbol

n
lz]li = > |xi|] stands for the 1-norm of vector
i=1

= (x1, -+ ,2,)T. The symbol E refers to mathematics

expectation.

2 Preliminaries

Consider the following switched systems with ran-
domly occurring time-delay and input saturation:

z(k +1) = Asyx(k) + Boyu(k) (1)
and

z(k+1) = Asyx(k) + Boryu(k)+
o (k) (k) Ado (k) x(k — h)
2(8) = @(k), k= —h,++ ,0 @

where z(k) € R" and u(k) € R™ are the system state,
control input, respectively, and @(k) = B, (k)sat(u(k))+
(1 = Bory (k) Yory(k)u(k). The function sat(-) : R™ —
R™ is the vector valued standard saturation function,
ie, sat(u) = (sat(u1),sat(ua), - ,sat(um))T,  where
sat(u;) = sgn(u;) min{1, |u;|}, ¢ = 1,2,--- ,m. The function
o (k) represents the switching law, which takes values at a
finite set S = {1,2,---,J},J€N*'. h>0 denotes the
constant delay and (k) is the initial condition. The i-th
subsystem is invoked when o(k) =i € S. The system
matrices satisfy 4; € R"*", Az € R"*"™ and B; € R™*™.
Throughout this paper, assumed that A; > 0, B; = 0 and
Agi = 0. The randomly occurring actuator saturation and
time-delay are governed by stochastic variables «;(k),
ﬁi (k) and Yi (k) with

Prob{a;(k) = 1} = &;, Prob{a;(k) =0} =1 — &

(3a)
Prob{B;(k) = 1} = B;, Prob{Bi(k) =0} =1 — 5;

(3b)
Prob{~i(k) = 1} = 4, Prob{~i(k) =0} =1 -7

(3¢)

where 0 < @; <1,0<B; <land0< 7 <1

Remark 1. In (3), the Bernoulli distribution is used
to describe the randomly occurring actuator saturation
and time-delay. Indeed, there are other approaches to de-
scribe the randomly occurring phenomenon such as bino-
mial distribution, Markov chain, etc. When the stochast-
ic variables obey a Markov chain, the systems (1) and (2)
become Markov jump systems. Thus, existing results on
Markov jump systems can be used to investigate the cor-
responding issues. The binomial distribution is more gen-
eral than the Bernoulli distribution for modeling the ran-
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domly occurring phenomenon. In further work, it is inter-
esting to investigate the event-triggered control of posit-
ive switched systems with the binomial distribution based
randomly occurring phenomenon.

Definition 1.1l 2] A system is positive if all its states
and outputs are nonnegative for any nonnegative initial
conditions and any nonnegative control inputs.

Definition 2. System (2) is said to be positive if
z(k) = 0 for p(k) = 0 and u(k) = 0.

Lemma 1.2 A system x(k+1) =
if and omnly if A>0. A time-delay system
z(k+1) = Az(k) + Aqx(k — h) is positive if and only if
A>0and Ag > 0.

By Lemma 1 and the assumptions for systems (1) and
(2), we can obtain that systems (1) and (2) are positive.
2.1 2] Let A > 0, then the following state-
ments are equivalent:

1) The matrix A is Schur.

2) There is a vector v>0 in R™ such that
(A-Iv =<0.

Definition 3.9 System (2) is exponentially stable

Azx(k) is positive

Lemma

under switching signal o (k) if there exist constants a > 0
and b > 0 such that the solution of the system satisfies

lz(k)ll1 < alle(0)]lee™, Vk € N*

where [|[z(0)[|c = sup |[z(0)]]:-
h<6<0

In [35], the norm in Definition 3 was chosen as the
Euclidean norm. Noting the fact that the Euclidean norm
is equivalent to the 1-norm, we modify the definition in
[35] as Definition 3.

Definition 4.4 Given a switching signal o(k), let
Ny (ko, k1) denote the number of the switching in the in-
terval (ko, k1). If the condition

No(ko, ki) < No + =0
holds, then 7 is said to be average dwell time (ADT) of
the switching signal o (k).

Lemma 3.B4 Given u= (u1,u2, - 7um)T and
v=(v1,v2, - ,um)T, let |v;| <1 for all j=1,2,---,m.
Then,

sat(u) € co{Ervu+ E{ v, Eau+ Ey v, -+, Eamu + Eomv}

where E¢, 0 =1,2,---
with elements being either 1 or 0 and F, =1 — E,.

,2™ is an m X m diagonal matrix

om
From Lemma 3, we have sat(u Zhg (Bou+ E, v),

om =1
where 0 < iy <1 and Zhe =1. A cone domain (v;, 1)

. . =1
is defined as

S(oi, 1) = {a(k) € R} : 2 (k)o, < 1}

where wv; = 0. Let H;, be the j-th row of matrix
H; € R™*™ and define the symmetric polyhedron:

L(H;) := {z(k) € R} : |Hyyz(k)| < 1}
where i € S and y=1,2,--- ,m.

3 Main results

In this section, we will establish an event-triggered
control approach to the systems (1) and (2). Fig.1 de-
scribes the event-triggered control framework of positive
switched systems.

—— — Switching law

| Controller 1 |—>|S;system IH—‘\‘K
: : =

Controller N }J—L Subsystem N
[ —— | ]

Positive switched
systems

Event-triggering
condition
Randomly occurring| X (k1)| X ®)

time-delay I

Randomly occurring
actuator saturation

-

Fig.1 Event-triggered control framework of positive switched
systems

First, an event-triggering condition is established
based on a 1-norm inequality to replace time-triggering
control scheme. The event-triggered control law is given as

u(k) = Fit(k) (4)

where F; € R™*"™ is the event-triggered controller gain
matrix, £(k) = x(k¢) for any k € [k¢, ket1),t € N, and ke
is the event-triggering time instant. The event-triggered
condition is generated by

lle(B)llx > dllz(k)|lx ()

where 1 >0 >0, e(k) is the sample error, and e(k) =
z(k) — z(k).

Theorem 1. If there exist constants 1> p >0,
A>1,7>0,(>0 and R"™ vectors wv; =0, pj =0,
Py <0, 0f =0, 05, <0, pf =0, p; <0, p~ <0, 0] ~0,
0, <0, o, = 0 such that

15 Bl v;A; + BiEy Z 10 ptTe,+
1=1 m
BiEy Z 100 s+ BiEL Y 100l T 01+

=1
B.E;, Z 1907 ®, = 0 (6a)

1£B;I"U1A1 —|— Bl Z 1(Z)p” <I>2 > 0 (Gb)

=1
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Afvi + Bi(®20] + 8, — 0lnxno )+

Y —pv; <0, Ey=0 (60)
AT vi + Bi(@2p] + py — SLnxnp, )+
Y —pv; <0, Epp=1 (6d)

AT vi + Bi®a(p) + o) + Bi(mp; +mao; —
7]261n><n8; - 77251n><ng;)+

Y —pvi <0, By # 1, Eiy #0 (Ge)

i 2P Py 2 2, 0h Sofs 0] 20 207
(6f)

mlpBlvi <10,EBl v <ol Bl

Eig ;ﬁ I, Eie # 0 (6g)
— Cui < ofy + 05, < Cui (6h)
¢ <13,Blv; (6i)
vi 2 Av; (6)

hold V(i,5) € S,i#j, and 1 =1,---
event-triggered control law (4) with

,m, then under the

F,=F'+F ,H =H'"+H (7)

and

Sy

+ —
Fi - 1%BT’U1 ) Fz’ - ]-’yI,:LBT'Uz (83.)
Z 10" >oient
+ _ — _ =1

the resulting closed-loop system (1) is positive and stable
with ADT switching satisfying
In A

T> —m 9)

where Ei, 0 =1,2,---,2™ are m X m diagonal matrices
with elements being either 1 or 0 and E,, = I — Ey, &1 =
I — (Slnxn, Oy =1+ (51n><n, and ’QZ) = (1 — Bl)’%(q)zpj—+
p; — 61nxn£;). Moreover, the system states starting
from z(ko) € S(vi, 1) will remain inside |J/ S(v;,1) for
No = 0.

Proof. By Lemma 3 and the event-triggering control
law (4),

om

Z hl[ MF :E

E, Hix(k)+ E;;Hie(k)). (10)

sat(F;2( )+ EieFie(k)+

@ Springer

The closed-loop system (1) becomes as

v(k+1) = Aix(k) + Bi(k)Bi > _ hie(Ei Fix(k)+
=1
(1—61(16)) i(k )B Fia(k) (11)
ek + 1) = Aie(k) + Bi(k Zm( EuFa(k)+

EuwF] x(k) + EuF; e(k)+
EiF e(k) + Ej H w(k)+
B H a(k) + By HY e(k) + B HT e(k) )+
(1= Bi(k)i(k) (B (k) +
BiF; x(k) + B:F"e(k) + BiF[e(k)).
(12)

We can obtain (12) from (7). Using the event-trigger-
ing condition (5), it follows that

lle(ko)llx < 8llz(ko) 1 = 81n (ko) (13)
for any initial state x(ko) = 0. Thus,

—01nxnz(ko) = e(ko) X 01nxnz(ko) (14)

Then, we have
a(ko +1) = A-x(ko)

Zhw( EuF a(ko) + EuFy w(ko)+
EuwFe(ko) + EiwF e(ko) + Ej H (ko) +
B H] a(ko) + B H e(ko) + B H[ e(ko) )+
(1 Bulko) )i (k) (BiF (ko) +

BiF; w(ko) + BiF; e(ko) + BiF; e(ko)) =
2m

Bilko) 3 hue (A,. + BiEF} ®, + BiEyF, ot

B.E; H ®; + BiEi;Hi_Qg)w(ko)—i—
(1= Bilko)) (4i + BiF @2) (ko) (15)
Using (6a), (6b) and (6h) gives

1T Blv;

i 1o
1T Blv;
> 16" S 1o

BE, =L  ® +BE, =L $>0
i 1%3?1}1 L i 1,,T,LB;T”UZ 2=

Ai + BiEiy = 1 + BiEi = Do+
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and

m

) —T
E 1’£n)pi1
=1
At B, 2 m 0

Using (8), it follows that A; + BiEigFf(I‘l + BiEyF,
Oy + BiE,H &) + BiE,H; ®5 = 0 and A; + B;F, &5 =
0. Therefore, x(ko + 1) > 0 for any initial state z(ko) = 0.
By recursive deduction, it is not hard to obtain
z(k+1) = 0 for Vk € N. Therefore, the closed-loop sys-
tem (1) is positive.

Choose a linear Lyapunov function Vi(k) =z (k)v;,
where v; > 0 in R". By (12)—(14), we obtain

E{AV(k)} = E{z" (k + D)vi — 2" (k)vi} <
-
E{mT(k)AiTvi ) (Bi S hi(EF} +
=1
EuwF; + E,H + E,;H; )+
_ T
(1 =B (F +F)) Blvi—a (Rt
e (k) (1 = BR(FF + F)+
o
Bi Z hie(EsF;" + EuF, +
=1

T
H} B+ EZH])) Blu}.
Thus, we have

E{AV(k)} < 27 (k)Afvit

om

(B Y2 hae(Bse FF @aa(k) + EuF (k) —
=1

SEiwF] 1nxne(k) + E;, H ®ox(k)+
E H 2(k) — 6By Hy 1nxne(k))+
(1= Bi)7i(F 2 (k)®s + F x(k)—

T
SF Loxne(k)) — 1) BT v, (16)

By (6f) and (8a),

+4T T
o \T p'lmBiUi_J,-
(BiF;") v < m =p;
1T pT
_ 0. 1. Biv; _
BiF )Ty, < Fiom—i 2t
(BiF;") v 2 BT P
—1T BT,
—\T P, Imbi Vi —
(BiF7 ) v = 721T BT, =p, - (17)
mBP; Ui

Case I. E;y = 0. It is easy to get (BiEigFiJr)Tvi =0,

(B;EyF7)™w; =0 and E;; =1. Using (6f) and (8b)
yields that

44T —T T
_ T Ql 1 E Bl Vi
(BZEMH:—) v; 2 ;.n%.gTvl = cQ:LF
1T —T T
T 0; 1, E,,” B v; L
(BiEH; ) vi 2 % = 0;
— 4T —T T
o e h BB
(BiBy Hi ) oi 2 =g —— I;Tm =o . (18

By (17) and (18), (16) can be transformed into

E{AV(K)} < 27 (k) (AT v + Bi(of + 01nxnof +
8i —OLaxng, ) + (1= Bi)%i(p +
61n><npj + ﬁ; - 51n><n8;) - Ui)-

Furthermore,

E{AV (k)} < o (k) (AT vi + Bi(®20] + 07 —
51nxng;)+w7vi). (19)
Case II. By =1. It is clear that E;, =0. Then,

(BiE,;H)"v; =0 and (B;E;;H; ) v; =0. Using (6f)
and (8a) gives

+14T T RT
pi L B Bi vi +
(BiEyF}F) vy < BLomi =t = )
lqu;r’Ui
1T T T
—\T P 1mE7,ZBz Vi _—
(BiEwk; ) vi 2 W =P
“15E Bl v,
—\T BZ mi=if i Ve -

Combining (16), (17) and (20) gives

E{AV(k)} < 2T (k)(ATvi + Bi(®2pF + pi —
SLnxnp] ) + 19 — vi). (21)

Case III. E;; # 0 and E; # I. By (6f), (6g) and (8),
it follows that

(BiEiwF; ) vy < % =

(BiEiF ) vi < % = Mmp;

(BiEuZF;)TUi = lw = 7723;

(BiE H) oy < W <o

(BiEj Hy ) s < ﬁﬂi{f# <mo;

(BiE; H ) i = % = 120, - (22)
Bl
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Substituting (22) into (16) gives

E{AV(K)} < 27 (k) (A?vi + Bi®a2(p + 0 )+
Bi(mpi +me; —m0lnxnp, —

Applying (6c)—(6e) to (19), (21) and (23), it follows
that

E{AV(k)} < —(1 — p)Vi (k). (24)

Then, Vi, (k) <p* IV, (km), k€ (km, kmi).
Suppose 0 =Fko < k1 <kz <---<km=~F N, (ko) <k 1is
the switching time sequences of o (k) in the interval [0, k).
By (5) and (6j), we have

& (k) Vo () < 15 TFONNTFOR T (R Vg (1 - (25)

Then ||z(k)||1 < TY* % ||2(ko)||1,Vk > ko, where T =
X2 NolnX 5 g and T = e(ln‘”r%), x1 and x2 are the min-

i>§111a1 and maximal elements of v;, Vi € S, respectively. We
obtain from (9) that 0 < Y < 1. Therefore, the closed-
loop system (1) is stable.

For the initial state x(ko) in (vi, 1), we can obtain
from (25) that ax(k)v; <1, ie., =x(k)<€ U/ S(v;,1),

Vk € N*. By (6h) and (61), we have —v; < f+g§ — H
< v;. Thus, we have —1 < —a:T(k)vi < H;,z(k) IS xT(k)vi
< 1. This implies that S(vs, 1) C L(H;). O

Remark 2. The conditions (6a) and (6b) are to guar-
antee the positivity of the system (2). The conditions
(6c)—(6e) are to reach the stability of the system. The

condition (6h) is to construct a cone domain of attrac-

tion. The condition (6j) is usually used in switched sys-
tems to guarantee a finite increment of Lyapunov func-
tions of different subsystems. The conditions (6f), (6g),
and (61) are to transform the positivity and stability con-
ditions into linear programming. Next, an approach to es-
timate the maximal attraction domain of the system (1)
is presented. Suppose that a cone set (hs, 1) satisfies
¢S (hi, 1) C (vi, 1), where h; =0 and ¢ >0. Since

1 1
z(k) = 0, we obtain v; X —h;. Set ¢* = —. Then, the

maximal attraction domain estimation problem can be
formulated by the optimization problem:

min ¢* s.t. v; < ¢ h; and (6). (26)

We provide a suggestive algorithm to compute the
condition (6).

Algorithm 1. Algorithm of condition (6)

Step 1. Set initial search intervals u € [Umin, fimax)s
K1 € [771 min; 71 max], n2 € [772 min, 72 max} and o € [5min7 5max],
where fimin, ftmax, 71min, 71 max, 72min, 72max, Omin and
Omax are given positive constants. Give p; = frmin + 1 (tmax—
Hmin), M1 = Mmin + Si(M max — Nimin), 725 = N2mint+
%j (772 max — ]2 min) and d¢ = dmin + C\Tl((smax - 5min) for
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l,i,5,£ =0,1,2,--- | where &} is a uniformly distributed
random number and J; € [0, 1]. Compute (6a)—(6f).

If the conditions (6a)—(6g) are unfeasible, compute
(6a)—(6g) by fixing the value of p; and choosing 1141 =
71 min + \(\91’+1(7]1 max — "1 min),
(772 max — 72 min) and 5€+1 = 5min + sZ-Q—l((smax - (;min);

Else if the conditions (6a)-(6g) are unfeasible, imple-

N2j+1 = N2min + 41

ment (6a)—(6g) by fixing the value of 71, and setting
0i+1 = Omin + Sj+1(Omax — Omin), 12541 = N2min + 541
(7]2 max — 72 min) and MUe+1 = Mmin T %£+1(Mmax - ,umin);

Else if the conditions (6a)—(6g) are unfeasible, imple-
ment (6a)—(6g) by fixing the value of 72, and setting pi41 =
fmin + Sit1(Hmax — Pmin)s  72j4+1 = M1 min + Sj+1 (N1 max—
M min) and 0¢4+1 = Omin + So41(6max — Omin);

Else if the conditions (6a)—(6g) are unfeasible, imple-
ment (6a)—(6g) by fixing the value of ¢; and setting
Hit+1 = Pmin + i1 (Bmax — Pmin),  Mie+1 = N1 min + Set1
(M max =M1 min) and 7241 =72 min + Sj+1 (N2 max — M2 min );

Else if the conditions (6a)—(6g) are unfeasible, imple-
ment (6a)—(6g) by setting fir1 = fmin + Si+1(lmax—
min)s Mi+1 =71 min+ Si+1 (M1 max — N1 min)s 72i+1 =72 mint
Sit1 (N2 max =72 min) and di+1=0min +i+1(dmax —Imin)-

End until (6a)—(6g) are feasible.

Step 2. Compute the decision variables by (6a)—(6g)
and substitute the obtained solutions into (6h)—(6j). Let ¢
and A be unknown. Solve the conditions (6h)—(6j).

Step 3. Denote the obtained parameters in Steps 1
and 2 as o, Ao, 0o, n1, N2 and ¢. Fix the values of 1, 72,
¢, do and Xo. Let u € [uo, to + &], where £ is a given scal-
ar. By the dichotomy approach, find a value of p in the
interval. Implement finite times iterative computation un-
til the conditions (6h)—(6j) are unfeasible. Otherwise, let
€ [puo + & po + 1€] and repeat the previous step until a
feasible value of i is obtained as large as possible.

Step 4. Fix the parameters u, (, §, 1 and 72 ob-
tained in Step 3. A value of A as small as possible can be
found in the interval [1, o] using a similar method in
Step 3.

Step 5. Fix the parameters p, ¢, A, m and 72 ob-
tained in Step 3. A value of § as small as possible can be
found in the interval [0, do] using a similar method in Step 3.

Step 6. Substitute the parameters u, ¢, 11, 72, 6 and
A obtained in Steps 1-5 into (6) and compute the vari-
ables.

In Theorem 1, we consider the event-triggered control
of the system (1). In the following, we will extend the
proposed design to the system (1) with interval uncer-
tainty:

A, <A <A4;, B,<B; X B; (27)
where A, > 0 and B, >~ 0.

Corollary 1. If there exist constants 1> u > 0,
A>1, >0, (>0 and R"™ vectors v; > 0, p;g>-0,
Py <0, 0f = 0, 05, <0, pf =0, p; <0, p~ <0, 0] =0,
0, <0, o < 0 such that
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m m
LnBivid, + BiEi Y 13 p @1+ B,Ew > 150 p;, ot

=1 1=1

BBy > 15005 0 + BE, > 1500, s = 0
=1

=1

m
LB v, + B,y 1500, 0= 0

1=1
A v+ Bi(®20] + 07 — 0lnxn] ) + 9 — i < 0, Eig = 0
A7 v+ Bi(®2pf + i — 6lnnp] )+ — pvi < 0, By = I

-T - ~ ,_ _
A; Uzﬂi@z(pj_ + Qj_) + Bi(mp; +mo; — 77251an§1.
—n201lnxng ) + 9 — pvi <0, Eie # I, Eig # 0

Ph 2ol p 2o 2 hison 2ol 2o S0
minBlvi <15 ELB v < nply, Bl vi, By # 01
—(vi < o) + 05, < Cui

¢ <1,B v

Vs j )\Uj

hold V(i,j) € S,i# j, and ¢ =1,--- ,m, then under the
event-triggered control law (4) with (7) and

Z?l1 1%)pZT - 221 17(711)97;11

Fr=s=1""Fn p-_
! 1% BT, ‘ 17 BTv;
+ _ Z:ll 157?@17? - _ E:’;l 1%)Q;T
e I e L
1%51 Vs 17Tn§1 Vi

the resulting closed-loop system (1) is positive and stable
with ADT switching
Eig,£ =1,2,---,2™ are m x m diagonal matrices with
elements being either 1 or 0 and E,=1—-FEy, 1 =1-
0lnxn, Po=I1+01,xn and ¥ = (1 — B,)’_yl(q)gpj— +p; —
51”“18;)' Moreover, the system states starting from
(ko) € S(v;, 1) will remain inside |J! S(vi, 1) for No = 0.

The proof of Corollary 1 can be easily obtained by using

satisfying ~ (9),  where

a similar method in Theorem 1.

Remark 3. Most of control synthesis of positive
switched systems are concerned with time-triggered
sample control1012] in which the state of the controller is
updated at each time instant. This may lead to resource
waste and increase the design cost. In some control sys-
tems such as communication networks and power sys-
tems, it is impossible to obtain the real-time information
of states owing to limited capacity of sampling elements.
In Theorem 1, we design an event-triggered controller for

the systems using a linear approach. The controller only
needs to obtain the state information when the event-
triggering condition is satisfied. In practical, such a
design is not only practical but also with lower cost.

Remark 4. Wang et al.32 33 considered the satura-
tion issues of positive switched systems, where it was as-
sumed that actuator saturation occurs in a determined
way. Indeed, the occurrence of actuator saturation is de-
pendent on the input information of the controller. Thus,
the saturation is likely to arise in a random way. Up to
now, few results are devoted to the randomly occurring
saturation. Theorem 1 investigates the randomly occur-
ring actuator saturation problems of positive switched
systems as the first attempt.

Remark 5. For general systems, a Lyapunov func-
tion is usually constructed in a quadratic form since such
a form can guarantee the positive definite property of the
Lyapunov function. The state of positive systems is non-
negative. Therefore, a linear function: V (k) = 2 (k)v can
be chosen as the Lyapunov function of positive systems,
where v > 0 with compatible dimension. Under the linear
Lyapunov function, linear programming is naturally em-
ployed as computation tool. A linear approach including
linear Lyapunov functions and linear programming has
been widely used in the literaturell 2 10-17 to deal with
the issues of positive systems. It has also been verified in
this literature that the linear approach is more suitable
for positive systems than other approaches.

Theorem 2. If there exist constants 0 < pu <1,
A>1,7>0,¢ >0 and R" vectors v; = 0, v; = 0, pj- = 0,
P =<0, 0f =0, 0;, <0, pf =0, p; <0, p; =0, of =0,
0, <0, o < 0 such that

l;FnB,TviAi + BiEiy Z lﬁ)pZTq>1+

=1

m m
BiEi Y 13p; @0+ BiE, > 100/ 01+

=1 =1
BiE; Y 130, @2 0 (28a)
=1
Lo Blvidi + By 15005 ®s = 0 (28b)
1=1

A?Ui + Bi(®20] + 0; — 51n><ngi_)+
lﬁ — v +v; <0, E;, =0 (280)

AL i+ Bi(®ap) + p; — SLnxnp, )+
Y—pvi+v; <0, Epp=1 (28(21)

Afvi+ Bi®2(p] + o)) + Bilmp; +
7]1571_ - 77251n><n8i_ - 7]261n><ngi_)+

7/) — v +v; <0, Ey 7é 0,7 (286)
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aiAEiv,- — ,u,hl/i =<0 (28f)

+ - — — — — —
ph 2P R pn 2By 0h 20,0 R0 20
(28g)

m1nBlv <14 EyBlvi <moly Blvg, Eiw # 0,1

(28h)
—¢ui < of + 05, < (s (28i)
¢ < 1B v (28j)
vi < Mg, v < Ay (28k)

hold V(i,j) € S,i # j, and 1 = 1,2,--- ,m, then under the
event-triggered control law (4) with (7) and (8), the
resulting closed-loop system (2) is positive and stable
with ADT switching satisfying (9), where Ej;,¢=1,2,

,2™ are m X m diagonal matrices with elements being
either 1 or 0 and E;, =1 — Ei, ®1 =1 —01,xn, $2 =
I+ 61y and ¢ = (1= B:)7%(P2p] + Py — 6lnxnp)).
Moreover, the system states starting from x(ko) € (v, 1)
will remain inside U;] S(v4, 1) for No = 0.

Proof. First, the system (2) can be transformed into
(29). Using (13) and (14) gives (30). Combining (28a),
(28b) and (8) gives A;+ BiEigFi+‘I>1 + BiEyF 2+
BiE H}® + B;E;;H ®2 =0 and A;+ B;F;, ®; » 0.
This together with Ag; > 0 follows that x(ko + 1) > 0. By
recursive deduction, we have z(k+ 1) > 0 for any non-

negative initial state.

QL'(k +4 1) = Alas(k) +4 az(k)Adza:(k — h)+

om

k) B; Zm( W Fix(k) + EigFie(k)+

B Hia(k) + Ei}Hie(k))—k
(1 = Bi(k))vi(k)Bi Fiz (k). (29)

x(ko + 1) = fi(ko) (Ai + BiEy F;'®1 + B;Ey F| o+

/=1
BB, H ®; + BiE;gH;(I)Q)x(kO)J"
(1 = Bi(ko))(Ai + Bi Fy” ®2)x(ko)+
ai(ko) Aaiz (ko — h). (30)

Choose a co-positive Lyapunov functional:

Yu; + z_: w2 (), (31)

s=k—h

Vi(k) = 2" (k

where v; = 0 and v; > 0 in R". Then, we get

@ Springer

w(k+1) = Aiz(k )—|—ai( YAgiz(k — h)+

Z hze( ieFix(k) + EieFie(k)+

Ej Hia(k) + By Hie(k) )+
(L= Bi(k))yi(k)BiFiz(k). (32)
By (14), we have
E{AV(k)} <
o
T) (B Y hue(BuoF @t
=1
EyF; @1 + E; H; @ + B, H ®1) + Al vi + vi+
_ n _ T ¢
(1= B:i)7(Fy @2 + F; q’l)) Bivi—
pa” (k)v; + &’ (k — k) Aoy — p"z" (k — h)vi. (33)
Using (17) and (18) gives

E{Vi(k+ 1) = uVi(k)} < 2" (k) (AT v; + Bi(®@20f +
07 = Oluxn@) ) + ¥ — i+ 1)+

a (k= h)(aiAgvi — pvs) (34)

for Case 1. Connecting (17) and (20) gives

E{Vi(k +1) — wVi(k)} < 2" (k) (AT v + Bi(@apl +
pi — Olnxnp, )+ — pvi + Vi)"‘
2% (k — h) (@ Agv — p"vy) (35)

for Case II. By (17) and (22), we can obtain

E{Vilk + 1) = pVilk)} < (k) (ATvi + Bialpl +

o) + Bi(mp; +ma; —m20luxnp, —

M201nxno. ) + ¢ — pvi + l/i)Jr

a2t (k — h)(@ALvi — p"v) (36)
for Case III. Combining (28c)—(28f), (34), (35) and (36),
it follows that E{AV(k)} <0. Thus, we obtain

Va(km)(kf + 1) < ,uVU(km)(k) for ke [k’m, k‘m+1), m € N.
Therefore, we have

Vo (k) (k) < pVo (k) (k)

(37)

oy (k= 1) < oo gm0

Suppose that 0 =ko < k1 < ks < ---
< k is a switching time sequence of o(k) in the interval
[0, k). Using (28;j) gives

<km = kN (kok)

V() (k) < 7 FONNeFo Ry (). (38)

By Definition 4, it follows that
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In A

V() (k) < eMHH

JETEOV oy (ko). (39)

Thus, ||z(k)|: <TY®7*0) sup |lz(6)|, Vk> ko, where
ety _h<0<0

—

, X1 is the minimal element of
1
v;(k), x2 and x3 are the maximal elements of v;(ko) and
vi(ko),Vi € S, respectively. O
Next, we will extend the proposed approach in Theor-
em 2 for the system (2) with polytopic uncertainty:

J
Z A(P) B(P (40)

where Agp) =0, Bi(p) = 0 and Z;{=1 p=10<¢ <1

Corollary 2. If there exist constants
O<v<L,A>1,7>0,(>0 and R"™ wvectors v; >0,
vi =0, pfi =0, p;, <0, o} =0, 0;, <0, pf =0, p; <0,
p; <0, 07 =0,0; <0, o <0 such that

I?nl?;rwiAip) + B;p)Eie Z 1%)p“Tq)1+

B® By > 1 pn s + B Ey, > ool T+

1=1
BPE; > 1000, @ = 0

15, Bl viA? + BN 10057, @5 = 0

1=1

APV 4 Bi(@20) + 87 — 0L, )+
Y—pvi+v; <0, Epp=1
APV, 4+ Bi(@2p) + 57 — 0lnxnp) )+

¢ — i +vi < 0, By =0

APy 4 Bi®a(pf + 0 ) + Bi(mo; — N201nxnp, —
77251an§;) +v—e v +v; <0,Ei #£0,1

& AP Ty — gty <0
ph 2 PT.p; Xpi 2P 0n 200 Ron 20
771123?%' < 1£E;'EB;‘TU2' < UzlﬁéiTUiJ?ie #0,1
— (ui < 07, + 05, < Cvi
¢< 1?n§;'rvi

vi A,V R AV

hold V(i,5) € S;i# j, and 1 =1,--- ,m, then under the
event-triggered control law (4) with (7) and

D i 1£n)pth DD 1(1)P;T
R =
]_T BTUZ 1%B;I"U1
m () +T m () —T
—1 1y - —1 1no;
HZ+ — T — Qu vHi — 17T1 — sz (41)
1mB1 (o 1mBz (%3

the resulting closed-loop system (2) is positive and stable
with  ADT (9),  where
Ei, 0 =1,2,--- 2™ are m x m diagonal matrices with
elements being either 1 or 0 and E;, =1 — E;, ®1 =
I —0luxn, ®2=T+461lnxn and o = (1— B:)7:(P2p+
p; — 51ang;). Moreover, the system states starting

switching satisfying

from (ko) € S(vs,1) will remain inside |J! $(vs, 1), where
B = [bij] with b;; = rlnln {b(p)} and b(?) is the i-th row
j-th column element i)f the matrix B®.

Remark 6. In [25], the event-triggered control for
positive systems with input saturation was considered by
means of linear matrix inequalities. The advantages of the
event-triggered control approach in this paper are that: 1)
A linear event-triggering framework is constructed for
positive systems; 2) A design approach to the attraction
domain gain H; is proposed; 3) A linear programming
computation method is employed. The proposed event-
triggered control approach is simpler and the correspond-
ing computation burden is lower.

Remark 7. In [40-43], the control issues of positive
systems with time delay were considered. These works
were concerned with the time-triggered control strategy.
As stated in the introduction, the event-triggered control
is more practical and effective in practice, especially for
communication and power systems, than the time-
triggered control. In [26], the event-triggered control of
positive switched systems with input saturation was pro-
posed using a linear programming. It should be pointed
out that the time delay in [40-43] and the saturation in
[26] are described in a certain form. This paper further
considers the randomly occurring saturation and time
delay issue for positive switched systems. Based on these
points, the control design in this paper is more general
and practicable than the results in the literature.

Remark 8. The time-delay in this paper is constant.
It should be pointed out that the proposed control ap-
proach can be developed for positive switched systems
with time-varying delay. In such a case, one can con-
struct the following co-positive Lyapunov functional:

k-1
Vi(k) = 2T (k)vs + Z o TR T ()vi+
s=k—d;

k-1
s—k+1_ T
g a z (8)vait
s=k—do
_dl

>y

s=—do m=k+s

7n7k:+1xT (m)Ugi

where 0<a<1l and ;> 0,v1; > 0,v2 > 0,v3; > 0.

Then, the corresponding control problems can be solved
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using some similar approaches in theorems and corollaries
presented in the paper. This paper refers to several issues:
switching  mechanism, event-triggering mechanism,
randomly occurring time-delay, and randomly occurring
actuator saturation. We provide a simple discussion on
these issues from two aspects: the running of the systems
and the feasibility of conditions. The switching law
orchestrates the running rule of subsystems of positive
switched systems. Each subsystem has its own saturation
and time-delay behavior. The event-triggering condition
is activated during the running processes of some
subsystems. This means that the saturation and time-
delay are the essential features of subsystems and the
event-triggering mechanism is for each subsystem. We
give two statements on the effect of the event-triggering
mechanism and randomly occurring behavior on the
feasibility of Theorem 2. Under the event-triggering
condition (5), an estimate to e(k) is given in (14). Then,
the lower bound of the closed-loop system (2) is obtained
n (30). The conditions (28a) and (28b) in Theorem 2 can
guarantee the positivity of the lower bound. Thus, the
closed-loop system (2) is positive. It is clear that an
inaccurate estimate (14) may lead to the infeasibility of
Theorem 2. Noting (29), a worse case is that
Bi(k) = vi(k) = 0. In such a case, the closed-loop system
(2) is reduced to z(k+1) = A;z(k) + ai(k)Awx(k — h),
which may be unstable. This leads to the invalidity of
Theorem 2.

4 Examples

In [4], a communication network is constructed based
on positive switched systems (see Fig.2). A data commu-
nication network is generally divided into two modes: the
busy time model and the idle time model. The busy-time
model and the idle-time model mean that there are a
large number of packets and a small number of packets in
the network, respectively. When the network is busy,
there is a lot of data transmission in the network channel.
The network may become congested, which will lead to
network collapse. The event-triggered control strategyl28, 45]
can ensure the normal operation of the network. In detail,

Busy-time
model

Control
center

Communication

Idle-time
networks

model

Fig.2 A data communication network

@ Springer

the control center can reduce the network speed to avoid
the crash of the network in the busy time and increase
the number of packages in the idle time. If the input of
the actuator exceeds a certain limit, saturation will occur.
Meanwhile, the network congestion can cause delays in
packet transmission. It should also be pointed out that
the saturation and time-delay of communication net-
works are likely to arise in a random form. Considering
these points, we use the systems (1) and (2) for modeling
data communication networks.
Example 1. Consider the system (1) with two sub-
systems:
0.38 0.31 0.34 0.002 0.001
A = <O.33 0.33 0.34> , B1= (0001 0.003) ,
0.32 0.35 0.32 0.001 0.002
0.37 0.32 0.34 0.003 0.002
Ap = (O.Bl 0.33 0.33> , Ba= <0.002 0.001) .
0.35 0.33 0.36 0.001 0.002

Choose 11=0.98, A=1.02, 51 =0.5, 82 = 0.49, 7, = 0.51,
Y2 = 0.46,m = 0.2,m2 = 1.7, =5 and § = 0.06. By The-
orem 1, we can obtain

513.3620 503.305 9 0.010
vy = <491.9083> U2 = <482.272 8> o= (0.020) ,

497.4269 508.082 1 0.010
0.020 0.010 0.010

ply = (0.010) P = (0.010) o <0.020> ,
0.030 0.010 0.010
—86.8357 —86.8357

P = (—86.8557 pra= | —86.8557 | ,
—86.8457 —86.8457
—131.1538 —131.1538

pa1 = (—115.9495 pas = | —115.9495 | ,
—115.9595 ~115.9595
0.030 —86.8257 0.020

pi = (0.030) L = | —86.8457 | ,p3 = (0.030) ;
0.040 —86.8357 0.020
—131.1438 0.010 0.020

by = (-115.9395 oh = (0.010) L0t = (0.010) :
~115.9495 0.010 0.010
0.010 0.010 —0.020

03 = (0.020) e (0.010) ,on = | —0.030 |,
0.010 0.010 —0.020
—0.0200 —0.020 —0.020

05y = (—0.0200 com = | —0.030 | , 05 = | —0.020 | ,
—0.0200 —0.020 —0.020
0.030 —0.010 0.020

of = 0.020> .01 = | —=0.010 ] ,08 = (0.030),
0.020 —0.010 0.020
—0.010 —86.8457 —131.1638

oy = (—0.010 p,=|—86.8657 | ,p, = —115.9595 | ,
—0.010 —86.8557 —115.9695
—0.030 —0.030

o = (0.040 ,0, = | —0.040
—0.030 —0.030
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and 7 > 0.9802. Thus, the event-triggered controller gain
matrices and the domain of attraction gain matrices are:
= (—17.3651 —17.3671 —17.367 1>
—17.3631 —17.3691 —17.3631

o <723.8982 —21.1276 721.1294>
—23.8982 —21.1257 —21.1294

H, = (—0.0020 —0.0040 —0.002 0)
0.0000  —0.0020 —0.0020

o — —0.0018 —0.0018 —0.0018
>~ \~0.0018 —0.0018 —0.0018

Given initial state z(to) = (35 4)T
ults of the states z(k) under the ADT switching are
shown in Fig.3. Fig.4 shows release instants and release

, the simulation res-

interval, where the solid and dotted lines represent the
event-triggering time instants of the first and second sub-
systems, respectively. Fig.5 is the domain of attraction,
where it is shown that the states will be kept in the do-
main for different initial conditions.

50—z : :
' | [— =8
45L 20 O
40 15 )
0 . — 1918
| 1.0 x(H)
351 _os
sl (0 5 10 15 20 25
o
251
20t A
15} i
10} =
05t LF%:
0 k:_’.—‘v‘_"‘..-—*-'—‘
0 5 10 15 20 25

Fig.3 Simulations of the state z(k) under ADT switching
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Fig. 4 Release instants and release interval

Remark 9. In Figs.3 and 4, the sampling step is 1s.
Under the time-triggered control, the control law will be
updated 25 times in 25s. By means of the event-triggered
control strategy in Theorem 1, the control law is up-
dated only 10 times. Compared with the time-triggered
control strategy, the event-triggered control strategy sig-

14
12
10,
8.
6.
4]
2]
0..
15 . o—
10- ~
5 . 3 g 10 12
0o 2

Fig.5 Domain of attraction

nificantly reduces the number of state updates.
Example 2. Consider the system (2) with two sub-

0.002 0.001
= | 0.001 0.003 ],

0.001 0.002

systems:

0.39 0.32 0.33
Ay = <0.33 0.34 0.34) ,B1
0.32 0.36 0.32
0.010 0.020 0.004
Ag = (0.003 0.001 0.030) )
0.002 0.020 0.010
0.38 0.32 0.35 0.003  0.002
Ay = (0.32 0.34 0.33) , By = <0.002 0.001) ,
0.34 0.34 0.36 0.001 0.002
0.02  0.001 0.010
Age = (0.001 0.003 0.001) .
0.001 0.002 0.002
Choose pu=¢e"%%2 X=1.02 a =0.32, a =028,
B1=0.56, B2 =0.6, 1 =0.39, 72 =041, n; =0.33,

n2=21,=4, h=2 and § =0.05. By Theorem 2, we
can obtain

406.547 8 398.586 1 1.9471
= (402.930 0) U2 = <395.039 2) V1= (5.2339) )

389.5456 406.846 0 5.6451
2.466 6 0.010 0.020
= <5.141 1) o= (0 020> <0 010)
5.5442 0.010 0.030
0.010 0.010 —127.5204
pa = <0.010> P32 = (0.020) o1 = | —127.5404 | ,
0.010 0.010 —127.5304
—127.5204 —168.3254
(—123.0062 o = (—145.0685 ,
—127.5304 —157.4638
—168.3254 0.030 —127.5104
= (—145,0685 (o 030> = [ -122.9962 | ,
—157.4638 0.040 —127.5204
0.020 —168.3154 0.010
0.030 Py = | —145.0585 | , 0, = (0.010)
0.020 —157.4538 0.010

0.020 0.010 0.010
= <0.010> 04 = (0.020) 09y = (0.010) ;
0.010 0.010 0.010
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—2.2434 —2.2434
o= | -22534] 05 = | —0.0200 |,
—2.2334 —2.2334
—7.7611 —7.7611 0.030
001 = [ —2.6015 | , 00 = | —2.5915 | ,0f = [ 0.020 ],
—2.5815 —2.5815 0.020
—2.2334 0.020 —7.7511
o, = | —0.0100 ] ,05 = (0.030 | , 25 = | —0.0100 | ,
—2.2234 0.020 —2.5715
—127.5304 —168.3354
p, = | —127.5504 | ,p, = | —145.0785 | ,
—127.5404 —157.4738
—2.2534 —7.7711
o] = |-22634] 0, = | -2.6115
—2.2434 —2.5915

and 7 > 0.9901. Thus, the event-triggered controller gain
matrices and the domain of attraction gain matrices are

P = <731.8776 —31.8801 —31.880 1>
—-31.8751 —30.7491 —-31.8751

Py — (—42.0788 —36.264 6 —39.3635>
—42.0788 —36.2621 —39.3635

Hy = (—0.5584 —0.5609 —0.555 9)
—0.5559 —0.0025 —0.5559

Hy — (—1.9378 —0.6454 —0.642 9) .
—1.9378 —0.6454 —0.6429

Given initial state (ko) = (4 6 2)T, the simulation res-
ults of the states z(k) under the ADT switching are
shown in Fig.6. Fig.7 shows release instants and release
interval, where the solid and dotted lines represent the
event-triggering time instants of the first and second sub-
systems, respectively. Fig.8 is the domain of attraction,
where it is shown that the states will be kept in the do-
main for different initial conditions.

5 Conclusions

This paper investigates the event-triggered control of
positive switched systems with randomly occurring actu-
ator saturation and time-delay using linear programming.
The randomly occurring actuator saturation and time-
delay are governed by random variables obeying the
estab-
lished for event-triggered control of the systems. The ob-

Bernoulli distribution. A general framework is

tained approach is extended for interval and polytopic
uncertainty systems. A linear programming based optim-
ization algorithm is presented to estimate the maximal
domain of attraction.

In the future, it would be interesting to develop the
obtained approaches for positive switched systems with
randomly occurring saturation and time-delay obeying

@ Springer
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the binomial distribution. In this paper, the stochastic
variables with respect to saturation and time-delay are
independent on each other. It is interesting but challen-
ging to consider the interdependent case of stochastic

variables.
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