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Toward Improving Engagement in Neural
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Abstract—Both motor and cognitive function rehabilitation
benefits can be improved significantly by patients’ active par-
ticipation. To this goal, an attention enhancement system based
on the brain–computer interface (BCI) and audiovisual feedback
is proposed. First, an interactive position-tracking riding game
is designed to increase the training challenge and neural engage-
ment. Subjects were asked to drive one of the avatars to keep
up with another by adjusting their riding speed and attention.
Second, the subject’s electroencephalogram (EEG)-based atten-
tion level is divided into three regions (low, moderate, and high)
by using the theta-to-beta ratio (TBR). According to the sub-
ject’s attention states, different speed adjustment strategies are
adopted to adjust the tracking challenge and improve the sub-
ject’s attention. Besides, if the subject’s attention focused on the
training is moderate or low, an auditory feedback will be given
to remind the subject to pay more attention to the training. The
contrast experimental results show that subjects’ performance
indicated by overall attention level and average muscle activation
can be improved significantly by using the attention enhancement
system, which validates the feasibility of the proposed system for
improving the neural and motor engagement.

Index Terms—Attention enhancement, brain–computer
interface (BCI), electroencephalogram (EEG), neural
rehabilitation, virtual reality.
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I. INTRODUCTION

STROKE, which is caused by cerebrovascular blockage or
rupture, is one of the leading causes of death and paral-

ysis [1]. Clinical studies have shown that about 50%–80%
of stroke patients still have lower limb motor dysfunction
at different degrees even six months after a stroke [2].
Therefore, long-term rehabilitation training is necessary for
stroke patients to recovery the self-care ability.

The optimal recovery period is the first three months after a
stroke, and the likelihood of recovery from impaired function
decreases over time [3]. Therefore, enhancing a patient’s neu-
ral engagement plays an important role in improving the neural
plasticity and motor recovery. However, patients can easily
become tired in the routine high-repetitive training, which
leads to low neural engagement and attention, not to mention
patients with attention deficit disorders. Therefore, investigat-
ing how to promote patients’ active participation and attention
level has become a hot topic in the neurorehabilitation research
domain [4]–[6].

Electroencephalogram (EEG) contains abundant
information of the cerebral cortex activity. Through the
analysis of EEG, the thinking mechanism of human can
be further understood, which can be used to guide the
information exchange between patients with a nervous system
injury and the surrounding environment [7]. Therefore, EEG
signals have been an indispensable data source in the current
brain–computer interface (BCI) technology and neurological
rehabilitation domain [8]–[10].

EEG signals can be divided into five bands, namely delta
(1–3 Hz), theta (3–8 Hz), alpha (8–12 Hz), beta (12–30 Hz),
and gamma (>30 Hz) rhythms. Delta wave generally occurs
when the body is in a state of deep sleep or unconsciousness,
and theta wave is the waveform of drowsiness or unfocused
state of the brain. When alpha wave is the main component of
the EEG signals, the subjects are relaxed but alert, which is the
best state for learning and thinking. With the increase of the
beta wave energy, the subjects are concentrated and gradually
turn into mental activity [11], [12]. From the description given
above, we can see that the brain is gradually in a state of men-
tal concentration with the increase of the EEG signals’ main
frequency. Besides, studies have indicated that the beta wave
has a positive effect on the development of attention and cogni-
tive behavior [13]. Good performance and cognitive state often
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related to a decreased slow-wave EEG activity (a decrease of
the delta and theta energy) and an increased fast wave EEG
activity (an increase of the alpha and beta energy) [14]–[17].
Therefore, EEG signals can be used to monitor patients’ real-
time attention state. By recording and analyzing the changes
of the post-stroke patients’ EEG signals during rehabilitation
training, patients’ attention level can be monitored in real time,
which can be used to guide the adjustment of the training
strategy or feedback, thus improving patients’ attention, neural
engagement, and speeding up the recovery.

Many methods have been used to analyze EEG-based atten-
tion states. In 2015, Wang et al. [18] developed an EEG-based
attention tracking system during human distracted driving
by using a radial basis function (RBF)-based support vec-
tor machine (SVM). First, two categories of EEG signals
were recorded when the subject was doing a lane-driving
task or a mathematical problem-solving task (e.g., 12 +
25 = 47?). These two kinds of data were used to train
the RBF-based SVM classifier. Finally, a focus of atten-
tion assessment system was built, which was used to track
subjects’ attention. 84.6±5.8% and 86.2±5.4% classification
accuracies were achieved by applying this system to detect
the subjects’ focus of attentions on the math versus driving
tasks, respectively. In 2018, correlation-based feature selec-
tion and k-nearest-neighbor data mining algorithm were used
by Hu et al. to model the EEG-based attention recognition
system [19]. In addition, other attention classification models,
such as deep learning-based classification model, can be found
in [20]–[23].

As mentioned above, these classification-model-based atten-
tion evaluation methods can only roughly manifest partici-
pants’ current concentration state (attention or inattention) on
a specific task, but cannot quantitatively give the participants’
attention scores. Since good performance and cognitive state
often relate to a decreased slow-wave EEG activity (delta
and theta rhythms) and an increased fast wave EEG activ-
ity (alpha and beta rhythms), the difference of the signals
between different bands can also be used to quantitatively
analyze participants’ attention scores.

In 2017, Lin et al. [24] used the TBR method to determine
subjects’ attention states throughout the experiment. If the sub-
ject’s TBR score was higher than the threshold which was
defined before the experiment, the subject will be deemed to
have inadequate attention focused on the training. Meanwhile,
visual and auditory feedback will be transmitted by the
designed virtual reality (VR) system to remind the subject to
pay attention to the training. Besides, studies have indicated
that when the subject is highly concentrated, his brain neu-
rons have to process a higher amount of information and the
resulting EEG signals are reported to be more complex [25].
Therefore, entropy function can also be used to quantitatively
analyze human attention level. Many entropy functions, such
as sample entropy [26] and multiscale entropy [25], have been
used to calculate subjects’ attention.

Based on the previous work [27] and analysis given in this
article, the TBR method is chosen to evaluate participants’
real-time attention scores owing to the obvious difference
between the energy of theta and beta bands in different atten-
tion states. With subjects’ attention enhancement, the energy

of theta and beta bands shows prominently decreased and
increased, respectively. In order to enhance the participant’s
attention level, the subject has to suppress theta wave activity
and enhance beta wave activity. Reference [27] also indicates
that the frontal and temporal regions are two brain regions
that can reflect subjects’ different attention states significantly.
Therefore, electrodes distributed in two regions are used to
calculate the subjects’ attention scores.

When subjects are recognized with inadequate attention, tra-
ditionally, visual or auditory feedback will be given to remind
them to pay attention to the training. If the feedback signals
are presented in the framework of a computerized game, users
will feel more motivated and rewarded [26]. Since VR-based
games have shown an advantage in improving rehabilitation
effectiveness by changing their attitudes to the rehabilita-
tion training and engaging them to the designed VR game,
attention-based VR games have also been developed in many
researches [28].

In 2017, Alchalabi et al. [29] designed an EEG-controlled
VR game to increase the engagement and attention of the
patients with attention deficit hyperactivity disorder or atten-
tion deficit disorders. The participants had to use mental
commands to control the avatar shown in the VR game to
move forward. The experimental results showed an average
improvement of 10% in engagement and 8% in focus for
healthy people who used the EEG-controlled VR game, which
confirmed that the EEG-based VR system has the potential to
augment individuals’ attention.

In this article, an interactive position-tracking riding game
is designed to enhance subjects’ attention and neural engage-
ment. The riding speeds of the two avatars are determined by
the participant’s actual riding speed and the calculated atten-
tion score. Subjects were asked to drive the avatar_subject to
keep up with the avatar_companion as quickly as possible.
If the subject’s attention focused on the training is moder-
ate or low, on the one hand, an auditory feedback will be
given to remind the subject to pay attention to the training.
On the other hand, the speed of the avatar_subject will be
lower than the actual riding speed, or even be equal to zero.
The subject has to improve his attention timely to drive the
avatar_subject to keep up with the avatar_companion as soon
as possible. Only when the subject is highly focused, the speed
of the avatar_subject will be equal to the actual riding speed.
Moreover, if it is still hard for subjects to keep up with the
companion, the avatar_companion will adaptively adjust his
riding speed according to the speed and position error between
them to reduce the tracking error and adjust the tracking chal-
lenge properly. This condition is served as a reward for the
better training state of the subject. The contrast experimental
results show that subjects’ performance indicated by overall
attention level and average muscle activation can be improved
significantly by using the attention-driven system, which val-
idates the feasibility of the proposed system for neural and
motor engagement improvement.

In Section II, the system architecture and the design of
the interactive position-tracking game are presented. Then,
the attention calculation and speed adjustment algorithms are
introduced, which are used to design the speed of the two
avatars in the game. The calibration of different attention
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Fig. 1. Device used in the experiment.

regions, experiments, and results are, respectively, given in
Section III. Finally, the conclusion and future work are
presented in Section IV.

II. SYSTEM ARCHITECTURE AND DESIGN

This article presents an attention regulation system for
post-stroke patients to enhance their attention engaged in the
training and improve rehabilitation benefits. Delsys Trigno
device [a portable base station, one goniometer, and surface
electromyogram (sEMG) sensors], NeuroScan system (one 32-
channel EEG cap, and one Grael EEG amplifier, one Curry
8 software), one bicycle, and one computer are used in this
experiment, which can be seen in Fig. 1.

The sample rates of the Delsys Trigno device are 148.15 Hz
for goniometer and 1111.11 Hz for IM (sEMG) sensor. The
goniometer bound on the subjects’ knee joint is used to acquire
their knee joint angle variations. By using the zero-crossing
detection method, the current riding speed of the subject can be
calculated correspondingly (see our previous work [27] for the
detailed realization of the speed calculation method). Besides,
the sEMG sensor is used to calculate the degree of muscle acti-
vation during cycling training, which is taken as a parameter
to measure subjects’ motor engagement.

Subjects’ real-time brain activities during cycling training is
recorded by the 32-channel NeuroScan system with a 256-Hz
sample rate. The recorded EEG signals can be used to mea-
sure the subjects’ attention level by using the TBR method.
Besides, the signal transmission between the NeuroScan
system (Delsys Trigno device) and the computer is via a LAN
cable (universal serial bus) [27]. The communication proto-
col between the Delsys Trigno device (NeuroScan system)
and the computer is TCP/IP, whose latency acknowledgment
time is typically several hundred milliseconds. Considering
that the proposed system does not require as much synchro-
nization as a robotic control system, we assume that the
data received by the computer is collected at the same time
by the two devices. Finally, the calculated attention score

and riding speed are used to design the riding speed of
the two humanoid avatars in the interactive position-tracking
game.

A. Design of the Interactive Position-Tracking Game

In this article, an interactive position-tracking riding game
is designed to enhance subjects’ attention focused on the train-
ing. The game is designed by using Unity3d game engine [30]
(Unity 2018.2.6f1, Unity Technologies, United States) and
is based on C# programming language (Microsoft Visual
Studio 2015).

In the game, there are two avatars, named “Subject” and
“Companion,” riding bicycles on a straight 500-m-long road.
The virtual camera is behind the avatars and is a little higher
than them. Besides, it follows the movement of the subject’s
avatar, by which the game is played in a third-person perspec-
tive. In this way, during the training, subjects can clearly see
the leg movements of avatar they controlled in the game, which
can be served as a visual feedback to the subjects. Besides,
subjects can clearly know their position relative to the com-
panion’s avatar, thus better perform the position-tracking task.
One screenshot of the game is given in Fig. 2.

Real-time mileage and speed curves are shown at the bottom
of the screen. The initial speed of the avatar_companion is
fixed at 2.5 m/s, and the real-time speeds of the two avatars
are determined by subjects’ actual riding speed and attention
level. The detailed speed adjustment algorithm is given in the
next section.

Participants’ goal is to drive avatar_subject to keep up with
avatar_companion as quickly as possible by adjusting their
speed and attention. When the participant’s attention is low, no
matter how fast he rides, the speed of the avatar_subject will
keep zero (visual feedback). Moreover, an auditory prompt,
“Your current attention is low, please pay attention to the train-
ing,” will be emitted to remind the subject to pay attention to
the training. To keep up with the companion, the subject has to
improve his attention to drive the avatar_subject to ride again.
When the subject’s attention focused on the training is mod-
erate, the speed of the avatar_subject will be lower than the
actual riding speed, and an auditory prompt, “Your current
attention is moderate, please focus on the training,” will be
emitted to remind the subject to pay attention to the training.
Due to that the speed of avatar_subject is lower than actual
riding speed, the subject has to pay more effort to keep up
with the avatar_companion, which will increase the tracking
challenge and enhance the subject’s attention focused on the
training accordingly. If the subject is focused on the training,
the speed of the avatar_subject will be equal to the actual
riding speed. If it is still hard for subjects to keep up with
the companion, the avatar_companion will adaptively adjust
his riding speed according to the speed and position error
between them to reduce the tracking error and adjust the
tracking challenge properly.

From the description given above, we can see, in order to
drive the avatar_subject to keep up with the avatar_companion
as quickly as possible, subjects must focus on the training.
Therefore, subjects’ attention focused on the training and
neural engagement can be enhanced.
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Fig. 2. One screenshot of the designed attention-driven position tracking game. The dashed (solid) lines represent the real-time mileage and speed curves
of the companion (subject), respectively. The meaning of the time nodes (t1, t2, t3, t4) will be given in Section III.

B. Attention Calculation and Speed Adjustment Algorithms

The subjects’ attention focused on the training is a crucial
parameter for the adjustment of the riding speeds of the two
avatars in the game. The TBR method is chosen to measure
subjects’ attention in the experiment.

Before the attention calculation, the raw EEG signals need
to be filtered with a Butterworth bandpass filter (0.5–50 Hz)
and a notch filter (50 Hz) to filter out noise and power
line interference. Moreover, baseline drift is avoided through
removing the mean method, and a fast Fourier transform is
used to extract theta (3–8 Hz) and beta (12–30 Hz) bands.
Finally, the following TBR calculation equation is applied to
calculate the subjects’ attention:

TBR =
n∑

c=1

E(Theta)

E(Beta)
(1)

where c represents the channel index ranging from 1 to n;
E(Theta) or E(Beta) represents the energy of theta or beta
band of each channel, and the calculated attention score is
expressed as TBR. The lower the TBR value is, the higher
attention the subject is paid to the training.

Before the experiment, each subject needs to undergo three
separate trials (Trial A, B, and C) to elicit different EEG sig-
nals with different attention states (low, moderate, and high),
and the specific design of the trials is given in Section III.
The EEG signals obtained from the three trials are used to
calculate the average attention scores (LAS, MAS, and HAS)
by using the TBR method. Specifically, LAS, MAS, and
HAS represent the EEG-based average attention scores in low,
moderate, and high attention states, respectively. The specific
calculation method is given in

LAS = 1

NL

NL∑

i=1

TBRi (2)

MAS = 1

NM

NM∑

i=1

TBRi (3)

HAS = 1

NH

NH∑

i=1

TBRi. (4)

NL, NM , and NH represent the number of the calculated atten-
tion scores (TBR) in the trial A, B, and C, respectively. TBRi
represents the ith attention score calculated by using the EEG
signals obtained from trial A, B, or C.

Due to that the subjects’ psychological and physiologi-
cal states are different at different times of day, the three
predefined attention values (LAS, MAS, and HAS) need to be
calibrated before the experiment. Finally, these three param-
eters are used to define the ranges of different attention
regions.

The low, moderate, and high attention regions (Region 1,
Region 2, and Region 3) are defined according to the
predefined mean attention values. Let

Boundarylow = LAS + MAS

2
(5)

Boundarymid = MAS + HAS

2
(6)

then

Region 1 ∈ [
Boundarylow,+∞)

(7)

Region 2 ∈ [
Boundarymid, Boundarylow

)
(8)

Region 3 ∈ [
0, Boundarymid

)
. (9)

The speed adjustment strategy in the designed VR game
is switched according to the number of attention scores con-
tained in each region in the last 5 s. Which attention region
contains the most attention score points, which the region’s
speed adjustment strategy will be triggered. The detailed speed
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adjustment strategy in each region is given in the following
formula:

Speedsubj =
⎧
⎨

⎩

0, Region 1
TBR

Boundrylow
× Sactual, Region 2

Sactual, Region 3
(10)

Speedcomp =
⎧
⎨

⎩

keep, Region 1
keep, Region 2
vt+1, Region 3.

(11)

Speedsubj and Speedcomp represent the speeds of the
avatar_subject and avatar_companion, respectively. Sactual
means the participant’s actual riding speed, which is calculated
by using a goniometer bound on the knee joint. TBR represents
the participant’s current attention score which is calculated by
using the TBR method. The calculation and update strategy
of vt+1 is as follows:

{
�vt = vcomp−vsubj

5 , v ∈ [0, 5] ⇒ �v ∈ [−1, 1]
�xt = xcomp−xsubj

500 , x ∈ [0, 500] ⇒ �x ∈ [−1, 1]
(12)

�vt+1 =
⎧
⎨

⎩
− 1

2 ln 1+�vt
1−�vt

, if

{ |�xt| ≥ 0.1
sign(�vt × �xt) = 1

0, otherwise
(13)

vt+1 = vt(1 + �vt+1) (14)

where vcomp and xcomp (vsubj and xsubj) represent the
speed and mileage of the avatar_companion (avatar_subject),
respectively.

It can be seen that when the subject’s attention focused on
the training is moderate or low (Region 2 or Region 1), we
will reduce the cycling speed of avatar_subject from Sactual
to (TBR/Boundarylow) × Sactual or 0, which can increase the
tracking challenge and thus enhance the subject’s attention
focused on the training. If the subject is highly concentrated
(Region 3), the speed of the avatar_subject will be equal to the
actual riding speed, and the avatar_companion will adaptively
adjust his riding speed according to the speed and position
error between them to reduce the tracking error and adjust the
tracking challenge properly.

The specific adaptive adjustment algorithm is given by (12)–
(14). When the distance error between the two avatars is bigger
than 100 m, and the avatar_companion is riding ahead (behind)
of the avatar_subject and his riding speed is bigger (smaller)
than the avatar_subject, the inverse hyperbolic tangent function
will be used to adjust the speed of the avatar_companion. The
purpose of this adjustment is to actively reduce the tracking
error between this two avatars and adjust the tracking task
difficulty properly. Therefore, the subject can keep up with
avatar_companion as soon as possible.

During the experiment, we found that when the
avatar_subject keeps up with the avatar_companion, he/she
can easily get distracted if the speed of the avatar_companion
still remains a constant. In order to maintain the subject’s
attention focused on the training, a speed disturbance module
is added to the avatar_companion to increase the uncertainty
of the game, thus increasing the tracking challenge. In this
way, the overall attention level and neural engagement of the
subjects can be further improved.

Fig. 3. One subject’s experiment preparation scenario.

III. EXPERIMENT AND RESULTS

In order to validate the feasibility of the proposed system
in attention enhancement, ten healthy subjects (8 males and
2 females, aged from 22 to 27) were recruited in the experi-
ment. One subject’s experiment preparation scenario is given
in Fig. 3. Before the experiment, subjects were required to
wear a 32-channel EEG cap and attach a goniometer on the
knee joint. Besides, one sEMG sensor was attached to the rec-
tus femoris muscle, which was used to analyze the subjects’
muscle activation throughout the experiment. This parameter
was used to qualitatively evaluate the motor engagement of
the subjects.

Subjects’ movement introduced some muscle artifacts to the
EEG signals inevitably. In order to ensure the quality of the
EEG signals, subjects were asked to keep their upper body
motionless as much as possible, and the overall cycling speed
during the experiment was relatively low (0–4 m/s), by which
the muscle artifacts caused by cycling can be reduced as much
as possible.

A. Calibration of Different Attention Regions

In the experiment, the subjects’ attention level was divided
into three stages: 1) low; 2) moderate; and 3) high. Different
control strategies were adopted in different attention regions.
Therefore, before the experiment, three parameters named
LAS, MAS, and HAS needed to be calibrated first.

Three different experiments are designed to elicit subjects’
different attention levels. First, a traditional experiment which
lasts around 2 min is used to elicit subjects’ low-attention EEG
signals. All they had to do was staring at a black screen while
they were riding, during which they were asked to think about
something that were not related to this task (Trial A). The EEG
signals recorded in this process were saved as low-attention
data, and these data were used to calculate the LAS parameter.

Based on the proposed interactive position-tracking game, a
simple game is designed to elicit subjects’ moderate-attention
EEG signals. In this game, there is only one humanoid avatar
riding on the road and his speed is synchronized with subjects’
actual riding speed. Subjects’ were asked to focus on the game
and control the avatar to ride to the destination. But there were
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Fig. 4. Experiment paradigm of the calibration of the three parameters (LAS, MAS, and HAS).

Fig. 5. One of the subjects’ five brain regions’ power spectra under three different trials. The green, blue, and red lines represent the average power spectrum
information of the trial A, trial B, and trial C, respectively.

no limits on their riding speed or time they can cost to arrive
to the destination (Trial B). The EEG signals recorded in this
trial were labeled with moderate attention, and these data were
used to calculate the MAS parameter.

Besides, the proposed position-tracking game is also used to
elicit subjects’ high-attention EEG signals. The difference is
that subjects’ attention states do not effect the speed of the two
avatars. The speed of the avatar_subject is always synchro-
nized with the actual riding speed. The avatar_companion’s
speed is determined by the speed adaptive adjustment mod-
ule and the speed random disturbance module. Subjects were
asked to try their best to focus on the training, and their pur-
pose was to keep up with the companion as quickly as possible
(Trial C). The EEG signals, recorded in this trial, were used
to calculate the HAS parameter.

Experiment paradigm of the calibration of the three param-
eters (LAS, MAS, and HAS) is given in Fig. 4. The first step
was the experiment preparation step. We should make sure that
all the data can be recorded correctly and precisely, and the
subjects were asked to be relaxed throughout the experiment.
Then, the mean attention calculation step and short-time break
would be implemented in turns.

In order to see whether the acquired EEG data can represent
subjects’ different attention states, five brain regions’ power
spectra under three different trials are given in Fig. 5. In
each subgraph, the brain region only includes the channels
distributed in the red area of the topographic map, and these
channels’ power spectra are averaged and plotted as the final
power spectrum. The green, blue, and red lines represent the
average power spectrum information of the trial A, trial B,
and trial C, respectively.

In each subgraph, we can see that the theta band’s power
of the red line is the lowest, and the beta band’s power is
the highest, and vice versa in the green line. Previous study
has also convinced that good performance and high atten-
tion level often relate to the phenomenon of a decrease in
theta band oscillation and an increase in beta band. Therefore,
the results obtained from Fig. 5 are consistent with the phe-
nomena described above, which validates the feasibility of
the proposed paradigm in eliciting EEG signals with different
attention states.

Moreover, the difference of the power spectra in each sub-
graph is most prominent in the frontal and temporal lobes.
Therefore, only the channels distributed in the frontal and
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temporal lobes are used to calculate the subjects’ attention
scores (frontal region: Fp1, Fp2, F7, F3, FZ, F4, F8; temporal
region: FT7, FT8, T7, T8, TP7, TP8).

Based on the results obtained from [31]–[33], it has demon-
strated that the subjects’ attention levels are significantly
correlated with the frontal and temporal lobe’s activities. With
the increase of subjects’ attention, decreased theta is more
prominent in frontal regions, and increased beta is more promi-
nent in temporal regions, which is consisted with our results.
Therefore, in this article, only theta rhythm (3–8 Hz) in the
frontal lobe and beta rhythm (12–30 Hz) in the temporal lobe
were used to measure the subjects’ attention level. Relevant to
EEG recordings, it has been reported that the frequencies of
the frontal and temporal muscle artifacts are around 20–30 Hz
and 40–80 Hz, respectively [34]. Because only theta rhythm
(3–8 Hz) in the frontal lobe and beta rhythm (12–30 Hz) in the
temporal lobe were used to measure subjects’ attention level,
and in order to ensure the real-time performance of online
attention calculation, we did not apply any artifact reduction
methods.

Once these three parameters were obtained, the three differ-
ent attention regions (Region 1, Region 2, and Region 3) could
be calculated out accordingly by using (5)–(9).

B. Experiment Design

After the calibration of the subjects’ different attention
regions, the ten volunteers were randomly assigned to one of
the groups (one control group, and one experiment group) with
equal size 5 to validate the feasibility of the proposed system
in attention enhancement. The subjects’ task was to control
the avatar_subject to keep up with the avatar_companion as
quickly as possible by adjusting their own riding speed and
attention.

In the control group, regardless the subjects’ attention state
and tracking accuracy, the speed of the avatar_subject was
always equal to the actual riding speed and the speed of
the avatar_companon kept a constant. On the contrary, in the
experiment group, the speeds of the two avatars were deter-
mined by subjects’ actual riding speed and attention states.
Once the subject’s attention was unacceptable (moderate or
low), audiovisual feedback would be given to remind him to
pay attention to the training.

The subject’s current attention score was updated every 3 s,
and it was calculated by using the EEG signals acquired in
the latest 3 s. The lower the TBR value was, the higher atten-
tion the subject was paid to the training. One of the subjects’
attention scores variation in the experiment group is shown
in Fig. 6.

If the attention score is distributed in the red, blue, or yel-
low region (Region 1, Region 2, or Region 3), the subject’s
attention will be deemed as low, moderate, or high, respec-
tively. From the figure, we can see that the attention scores
of the subject were mainly distributed in Region 3 throughout
the experiment, which indicated that his overall attention level
was relatively high in this experiment.

Besides, one of the subjects’ tracking results in the experi-
ment group is given in Fig. 2. Throughout the experiment, in
the time intervals of (0, t1) and (t3, t4), the subject’s attention
focused on the training was high (Region 3), during which

Fig. 6. One of the subjects’ attention variation throughout the experiment
in the experiment group.

the speed of the avatar_subject was equal to the actual rid-
ing speed, and the avatar_companion adaptively adjusted his
riding speed to reduce the tracking error. In the time interval
of (t1, t2), the subject’s attention was moderate (Region 2).
Therefore, the speed of the avatar_subject was lower than the
actual riding speed, and the speed of the avatar_companion
stayed the same. In the time interval of (t2, t3), the sub-
ject’s attention was low (Region 1) and the speed of the
avatar_subject kept 0. Subjects had to improve their attention
to drive the avatar_subject to ride again and keep up with the
avatar_companion as soon as possible.

C. Results

The ranges of the three attention regions were different
among subjects. In order to expediently depict the subjects’
attention states during the experiment, only the number of
attention scores contained in different attention regions (low,
moderate, and high attention regions) are given. In order to
ensure the consistency of the length of EEG signals in each
experiment, only the first 150 s of data were used to calcu-
late attention scores. Since the attention score was calculated
every 3 s, each person had a total of 50 attention scores.
According to the ranges of each subject’s attention regions cal-
ibrated before the experiment, the number of attention scores
contained in different regions could be counted accordingly,
which are given in Fig. 7.

From the figure, we can see that in the control group,
subjects’ attention scores were mainly distributed in the mod-
erate attention region. However, in the experiment group, the
attention scores were mainly distributed in the high attention
region, which validated the feasibility of the proposed method
in attention enhancement. In the experiment group, when the
subjects’ attention focused on the training was moderate or
low, multimodal feedback would be given to remind the sub-
jects to pay attention to the training. Moreover, in order to
keep up with the avatar_companion, subjects had to adjust
their attention in real time to drive the avatar_subject to keep
up with the companion as quickly as possible. Therefore, the
attention scores in the experiment group was higher than that
of the control group.

Besides, the tracking task performance of each subject in
each group, indicated by their tracking accuracy are summa-
rized and given in Fig. 8.
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(a)

(b)

Fig. 7. Number of different subjects’ attention scores contained in different
attention regions. (a) Control group. (b) Experiment group.

The dashed lines represent the mean (± standard error of the
mean) TBR of each subject in each group, and the solid lines
represent the mean (± standard error of the mean) tracking
accuracy of each subject in each group, which is calculated
by using

accu = 1 −
∣∣∣∣
xsubj − xcomp

xcomp

∣∣∣∣. (15)

It can be seen that the position-tracking accuracy in the exper-
iment group is higher than that of the control group with
significant difference (p = 0.001), and the mean TBR in the
experiment group is decreased significantly (p = 0.00003).
This phenomenon illustrates that all subjects’ attention states
can be improved by using the proposed attention-driven
system.

Fig. 9 shows the average muscle activation of each subject
in control and experiment groups, respectively.

The average muscle activation is calculated by using the
following equation:

Activationmuscle =
∑tf

t=ts

∣∣AMPsemg(t)
∣∣

tf − ts
(16)

ts and tf represent the starting and finishing time of the train-
ing, respectively. The AMPsemg(t) means the amplitude of the
sEMG signal at time t.

(a)

(b)

Fig. 8. Mean (± standard error of the mean) tracking accuracy of each
subject in (a) control group and (b) experiment group.

From the figure, we can see that the muscle activation in
the experiment group was significantly higher than that of the
control group (p = 0.0002), which indicated that the subjects
had to pay more effort to ensure the tracking accuracy. In the
control group, the speed of the avatar_subject was equal to
the subjects’ actual riding speed. However, in the experiment
group, the speed of the avatar_subject was determined by sub-
jects’ actual riding speed and attention state. If the attention
focused on the training was unacceptable (low or moderate),
the riding speed of the avatar_subject would be lower than
their actual cycling speeds. The subjects needed to ride harder
or enhance their attention to increase the tracking accuracy.
Therefore, the muscle activation in the experiment group was
significantly higher than that of the control group.

D. Discussion

In this article, three trials were designed to induce sub-
jects’ EEG signals with three different attention states. Before
the rehabilitation training, three attention regions (Region 1,
Region 2, and Region 3) needed to be calibrated first by using
these three trials. Once the calibration step finished, the range
of the three attention regions would be fixed in the follow-
ing rehabilitation training. However, some subjects’ attention
scores only fluctuated in a small range in the experiment,
which leaded that the speed adjustment strategy can only be
triggered partly. It would be better that if the ranges of differ-
ent attention regions can be adjusted in real time according to
the actual performance of the subjects in the experiment.

Besides, in the calibration step, the sequence of three tri-
als is fixed rather than random. If we shuffle the sequence of
trials A, B, and C, the order of trials C, B, and A will be
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Fig. 9. Average muscle activation of each subject in control group and
experiment group, respectively.

included inevitably. Empirically speaking, subjects can easily
adjust their attention from low to high. However, if the sub-
jects’ current attention is high, it is difficult to adjust to a low
attention level quickly. Moreover, the same sequence of trials
A, B, and C can ensure the consistency of the experimental
paradigm among different subjects. Therefore, the sequence of
trials A, B, and C in the calibration stage is fixed. However,
a fixed experiment sequence would reduce the randomness
of the experiment and increase participants’ familiarity to the
system. The degree of familiarity would affect the calculated
TBR values. For example, the more familiar the subject is to
the system, the lower the TBR value it would be. Contrast
experiment will be conducted in the future to evaluate the
ordering effect on the experiment results.

In the experiment, only the EEG signals acquired from
the frontal and temporal regions were used to calculate sub-
jects’ attention scores. Although subjects’ three mean attention
scores can be different over time due to the different psy-
chological and physiological states of the subjects, in the
experiment, it was found that one subject’s attention scores
varied significantly from time to time. More experiments need
to be carried out to find out what causes this phenomenon.
For example, the data acquired are not accurate, or the TBR
attention calculation method is not universal and so on.

IV. CONCLUSION

In this article, an attention enhancement system based on
the BCI and audiovisual feedback was proposed to enhance the
subjects’ neural engagement. The subjects’ task was to con-
trol the avatar_subject in the proposed position-tracking game
to keep up with the avatar_companion by using a goniometer
bound on the knee joint and an EEG device. If the subject’s
attention focused on the training is unacceptable (moderate
or low), audiovisual feedback will be given to remind the
subject to pay attention to the training. Unlike our previous
work [27] or other studies [24], where the subject’s atten-
tion does not effect the performance of the task, the speed of
the avatar_subject, in this experiment, is partly driven by the

subject’s attention, which would directly affect the tracking
accuracy. In this way, subjects will feel more motivated and
rewarded. If the subject is deemed with inattention, the speed
of the avatar controlled will be lower than the actual riding
speed or equal to 0. In order to ensure the performance of the
task, they have to improve their attention timely to increase
the tracking accuracy, thus realizing the purpose of attention
enhancement.

Results obtained from Figs. 7–9 preliminarily validate the
feasibility of the proposed system in attention enhancement,
thereby increasing the participants’ neural involvement. Since
the active engagement of the human nervous system is of
great importance to the neurorehabilitation in the rehabilitation
training, the proposed system can easily be adapted to post-
stroke rehabilitation [35]–[37]. In the future, more abundant
and interesting games will be designed for patient experi-
ments, which can further verify the feasibility of the proposed
system in post-stroke attention enhancement and neural reha-
bilitation. Moreover, according to the patients’ motor ability
and the degree of muscle fatigue, the bicycle damping should
be adjusted properly to reach a balance between training chal-
lenge and muscular capacity, thus prevent muscle damage from
overtraining and ensure the safety of training.
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