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Abstract—Text images convey important information for var-
ious applications, while the recognition of low-resolution text
images is a challenge. Most existing methods solve this problem
using a cascaded scheme in two steps: image super-resolution and
high-resolution text recognition. In this paper, we propose a novel
framework, called SRR-GAN, which integrates text recognition
with super-resolution via adversarial learning. By joint training
of recognition and super-resolution models, more generic features
for images of various quality can be learned, so as to yield
high recognition performance for both high-resolution and low-
resolution images. Experiments on natural scene and handwritten
texts demonstrate that SRR-GAN outperforms the cascaded
scheme on low-resolution images. The results show that SRR-
GAN can improve recognition accuracies by 10%-20% relatively
on five datasets of scene/handwritten texts. Meanwhile, SRR-
GAN maintains high performance on high-resolution images.

Index Terms—Super-Resolution, Adversarial Learning, Text
Recognition

I. INTRODUCTION

Text recognition has been studied intensively in past
decades. Many methods have been proposed for handwritten
text recognition [1] and scene text recognition [2] [3]. The
main difficulty of handwriting recognition lies in the large
deformation and variation of writing styles. While in scene text
recognition, the clutter background and illumination variability
of text image make recognition difficult. Text recognition
methods can be roughly categorized into segmentation-based
methods and segmentation-free methods. In recent years, deep
learning techniques have led to large improvement of perfor-
mance in text recognition. Nevertheless, the recognition of
low-resolution text images has received insufficient attention.
Super-resolution techniques show potential of improving the
performance of low-resolution text recognition.

Previous methods of low-resolution text recognition [4] [5]
[6] usually operate in two stages: restore image using super-
resolution and then recognize on restored high-resolution
image. Deep learning based super-resolution methods [7] [8]
[9] have been proposed to generate high-resolution images
with higher performance than traditional methods. These
methods are applicable to text recognition for improving the
quality of text image. However, they have a disadvantage
that the correlation between super-resolution and recognition

is ignored. In fact, images with different resolutions show
different distributions in the feature space, as illustrated in
Fig. 1. If the super-resolution model is designed separately
from the text recognizer, the restored high-resolution image
does not necessarily generate feature distributions suitable for
recognition.
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Fig. 1. Different resolution data have different distributions in the feature
space.

In this paper, we propose a novel framework, named SRR-
GAN, for low-resolution text recognition by optimizing super-
resolution model and recognizer jointly. SRR-GAN is com-
posed of a generator, a discriminator and a recognizer. The
generator maps low-resolution image input to super-resolution
image, the discriminator judges the genuineness of generated
high-resolution image, and the recognizer operates on the
restored image to give recognition result while using a shared
convolutional feature extraction network with the discrimina-
tor. Our experiments on public datasets demonstrate that the
proposed method can improve the recognition performance on
low-resolution scene text and handwritten text images, and
outperforms the cascaded scheme of separate super-resolution
and recognition. Particularly, the SRR-GAN method performs
well on different inputs of high-resolution, low-resolution, and
interpolation restored images.

The rest of this paper is organized as follows. Section
II briefly reviews related works; Section III describes the



proposed method; Section IV presents experimental results,
and Section V concludes the paper.

II. RELATED WORK

Some previous works related to general and low-resolution
text recognition are reviewed below.

A. Text Recognition

Recognition of text images, either scene texts (mostly
printed texts on cluttered background) or handwritten texts
(in paper documents), has been pursued for several decades.
The numerous methods proposed so far can be grouped
in two rough categories: segmentation-based methods and
segmentation-free methods. In the former category (such as
[10] [11]), candidate characters detected in text detection stage
or generated in an over-segmentation stage are classified by
a character classifier, and the classification results are fused,
possibly with contexts, to infer the character label sequence.

In the category of segmentation-free methods, Hidden
Markov Model (HMM) based methods and recurrent neural
network (RNN) based methods are typical examples. Espe-
cially, RNN based methods got dominant in recent years. The
convolutional RNN (CRNN) method [3] with CTC decoder
has attracted high interests. In some works [12] [13] [14],
attention networks are used for decoding for extending to
recognition of curved text lines.

Some methods [15] [2] use a classifier to classify sliding
windows over the text line, and based on the classification
results, use a decoder (such as CTC) to infer the character
sequence. This can be viewed as an intermediate between
segmentation-based and segmentation-free methods.

Taking advantage of deep learning with large amount of
data, all these recognition methods have achieved high per-
formance. However, recognition on low-resolution images has
not received high attention.

B. Two-stage Low-resolution Text Recognition

For low-resolution text recognition, most previous methods
first restore the image to high resolution and then use a
recognizer on the restored image.

Super-resolution (SR) has been intensively studied in com-
puter vision to generate high-resolution restored image. In re-
cent years, deep learning based methods [16] [7] [17] [18] [8]
have been proposed and shown superior performance. Some
researchers have applied super-resolution to text recognition
for improving the recognition performance. For instance,
Wang et al. [4] utilized an improved Conditional Generative
Adversarial Network to conduct text image super resolution.
Then based on the SR images, an open source OCR engine
(Tesseract) was used to get the recognition result. Zhang et al.
[5] concerned OCR performance more than SR performance,
and proposed a new loss function to improve the performance
of CNN-based text image SR methods. In the end, they used
the open Tesseract-OCR software for recognition.

These methods have been shown effective to improve the
recognition performance on low-resolution images. However,

the super-resolution model and text recognition are designed
separately. This can not yield optimal recognition performance
because the super-solution model is not designed to directly
fit recognition.

III. PROPOSED METHOD

A. Overall Architecture

An overview of our framework is shown in Fig. 2. SRR-
GAN is composed of three components networks: a super-
resolution generator (G), a discriminator (D) and a recog-
nition model (R). For a high-resolution image IHR of size
W ×H × C with C color channels, we get its low-resolution
version ILR of size rW × rH × C by downsampling from
IHR with the factor r (r < 1). First, ILR is transformed
to super-resolution image ISR through G. Then ISR is fed
to D and R, which share the feature extractor layer. In
our experiment, we choose convolutional RNN (CRNN) [3]
as the recognition network. The features extracted by the
shared backbone CNN of D and R are fed into the following
discriminator and recognizer. G, D, and R are jointly trained
by adversarial learning to optimize the super-resolution and
recognition performance. In training, the CNN feature extrac-
tor is aimed to extract resolution-independent features under
the objectives of D and R, such that accurate recognition can
be achieved on images of various resolutions.

B. Formulation

On an input image I , denote the recognition loss as
Lr(I; θr), where θr denotes the parameters of R. In this work,
we use the CTC loss [19] for text recognition. Given the output
sequence l and label y, the recognition loss is expressed as

Lr(I; θr) = −EI∼ptrain
[p(l|y; θr)]. (1)

The discriminator D is used to judge whether the image
is generated or not. We denote the label as yd, with yd = 0
signifying generated super-resolution images and yd = 1 for
original high-resolution image. So, the discriminator loss is
expressed as

Ld(ISR, IHR; θd) = −EISR∼pG(ILR)
[p(yd = 0|ISR; θd)]

−EIHR∼ptrain
[p(yd = 1|IHR; θd)],

(2)

where θd denotes the parameters of D, ISR is the generated
super-resolution image, and IHR is the original high-resolution
image.
G in SRR-GAN is learned to generate super-resolution

images that can fool D. To this end, we model Lg using three
parts of loss: MSE loss Lmse, total variation loss Ltv [20] and
adversarial loss Lgen. The formulation is expressed as

Lmse =
1

2
||ISR − IHR||2, (3)

Ltv = Ei,j,k

[√
(Îi,j+1,k − Îi,j,k)2 + (Îi+1,j,k − Îi,j,k)2

]
,

(4)
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Fig. 2. SRR-GAN is composed of three parts: recognition model (R), discriminator (D), generator (G). D and R share the feature extraction layers.

Lgen =

N∑
n=1

−logDθD (GθG(ILR)), (5)

where i, j, k are the coordinates of horizontal axis, vertical
axis and color channel of image, respectively, N is the number
of samples, DθD represents the probability that the generated
super-resolved image ISR is judged as IHR.

Finally, Lg is formulated as the weighted sum of Lmse, Ltv
and Lgen:

Lg(ILR, IHR; θg) = Lmse + α·Ltv + β·Lgen. (6)

For generalization, we just set α = 2e− 8 and β = 1e− 3 as
that in [16] without further finetune.

C. Optimization

In training, SRR-GAN with the objective of Eq. (6), is
optimized to distinguish images generated by G from origi-
nal high-resolution inputs, G is optimized to generate high-
resolution images that can fool D, and R is optimized to
recognize text images generated by G. The network can be
trained from scratch. When D becomes more powerful in
distinguishing generated images and original high-resolution
inputs, G will strive to generate higher-resolved images to
compete with D and R. In other words, D, G and R play the
minimax game to solve the following problem:

min
θgθr

max
θd

L(θr, θd, θg) = Lg(ILR, IHR; θg)+

λ1·Lr(ISR, IHR; θr)− λ2·Ld(ISR, IHR; θd),
(7)

where λ1 and λ2 are hyper-parameters. In our experiments,
λ1 and λ2 are empirically set to 1.

IV. EXPERIMENTS

We evaluated our proposed method on two main text
recognition tasks: scene text recognition and handwriting
recognition.

A. Datasets

For scene text recognition task, we use the synthetic dataset
(Synth) of [21] as the training dataset. This dataset contains
8 million text images with corresponding ground truth words.
And we use four popular benchmarks for performance evalu-
ation: IIIT 5K-Words (IIIT5K) [22] containing 3,000 cropped
word test images collected from the Internet, Street View Text
(SVT) [23] containing 249 street view images collected from
Google Street View, ICDAR 2003 (IC03) [24] containing 251
scene images and ICDAR 2013 (IC13) [25] containing 1,015
cropped word images.

Besides, we evaluated our method in handwriting recogni-
tion on the IAM-DB [26], which has 6161 text line images
for training and 1861 text line images for testing. In addi-
tion, we collected a Low-resolution Database (IAM-LR-DB)
corresponding to the images of IAM-DB. This was done by
printing the document images of IAM-DB and scanning the
pages using a scanner at the lowest scan resolution. We only
collected the test set, so as to evaluate the performance without
low-resolution training data.

B. Experimental Setup

In our experiments, we choose the CRNN [3] as the
baseline recognition network. The CNN module in Fig. 2 is
the feature extraction backbone in CRNN, and this feature
extraction block is shared by D and R. The discriminator D
in Fig. 2 is composed of two convolutional layers with 1× 1
filers, followed by LeakyReLU activation function. The last
convolution layer of D outputs a sigmoid function to get the
prediction probability of the input sample. The architecture of
G is the same as the one in SRGAN [16].

The training algorithm was implemented using Pytorch on
a NVIDIA GM200 GPU. In order to compare results with
the baseline R, we obtain up-sampled high-resolution image
ILR interp by apply bicubic interpolation on ILR to meet



the input size of R. We choose r = 1
4 as the downsam-

pling/upsampling factor. In scene text recognition, we use the
same parameter setting for CRNN as [3]. The text word images
are re-scaled to 100× 32 for input to the recognizer. For each
mini-batch, we randomly choose 16 distinct training images.
Optimization is implemented using Adam with β1 = 0.9 and a
learning rate of 10−4, and training is stopped after 10 epochs.
The performance metric for this task is the word recognition
accuracy, which is the same in [3].

In handwritten text recognition, we use the same network
setting as that for scene text recognition. We found that the
most common aspect ratio is about 15 in the training set of
IAM-DB, so we resize all training text line images to 1000×
72, and training is stopped after 100 epochs. The performance
metrics are the character error rate (CER) and word error rate
(WER).

C. Recognition Results

We show the recognition results of scene text (word)
recognition and handwriting (text line) recognition in Tab.
I and Tab. II, respectively. Here, we split the results into
three categories, which are based on the input IHR, ISR and
ILR interp , respectively. IHR means the input high-resolution
image is fed to the recognizer directly. ISR means the input
low-resolution image (obtained by down-sampling the original
image) is transformed to super-resolution image, which is
fed to the recognizer in SRR-GAN. ILR interp means the
input low-resolution image is transformed to high-resolution
by interpolation for recognition. In Table I and Table II, “Two-
stage” means super-resolution module and text recognizer
are trained separately. In the case of SRR-GAN, the text
recognition is trained jointly with the super-resolution module,
so, its recognition results on IHR and ILR interp are also
different from those of CRNN and “Two-stage”.

In Table I, we can see that by simply up-sampling low-
resolution image with interpolation, the recognition accu-
racy of “Two-stage” ILR interp is much lower than that of
recognition directly on high-resolution image IHR. Using
a separate super-resolution module for image restoration in
“Two-stage” recognition, the accuracy of ISR is improved
compared to ILR interp , but evidently lower than that of direct
recognition on IHR. This indicates though super-resolution
can restore low-resolution image, the restoration does not
optimize recognition. When optimizing super-resolution and
recognizer jointly in SRR-GAN, we can see that the trained
recognizer gives similar performance on IHR to CRNN. On
ISR, SRR-GAN gives much higher accuracy than “Two-stage”
method. This verified the superiority of joint training of super-
resolution and text recognizer. This trained recognizer also
performs well on restored image ILR interp , as shown in Table
I.

The results of handwriting recognition in Table II show
similar observations as Table I. Particularly, the SRR-GAN
with joint training of super-resolution and recognizer gives
similar performance to CRNN on IHR, outperforms signifi-

cantly “Two-stage” method on super-resolution restored image
and interpolation restored image.
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Fig. 3. Some recognition results of our SRR-GAN. It shows that our method
can recognize text effectively after getting SR inputs.

Fig. 3 shows some examples of recognition by SRR-
GAN on different types of image input. It is shown that by
joint training of SRR-GAN, recognition on super-resolution
restored image can yield a similar result to recognition on
original high-resolution image.

TABLE I
RECOGNITION ACCURACIES(%) OF SCENE TEXT RECOGNITION.

“HR”, “SR”, “LR interp” DENOTE THE PERFORMANCE OF HIGH
RESOLUTION IMAGES, SUPER RESOLUTION IMAGES AND HIGH

RESOLUTION RESTORED BY BICUBIC INTERPOLATION.

Dataset

Acc CRNN [3] Two-stage SRR-GAN

IHR ISR ILR interp IHR ISR ILR interp

IIIT5K 78.2 57.9 31.0 79.1 67.4 55.5

SVT 80.8 47.6 22.7 79.6 56.1 43.4

IC03 89.4 73.2 40.1 89.4 76.8 64.3

IC13 86.7 64.5 37.6 83.1 67.8 59.2

TABLE II
RESULTS OF HANDWRITING RECOGNITION ON IAM-DB.

IAM
CRNN [3] Two-stage SRR-GAN

IHR ISR ILR interp IHR ISR ILR interp

CER 9.9 14.5 51.9 9.7 12.8 38.0

WER 30.0 39.8 80.4 29.9 35.5 69.5

D. Comparison of Adversarial Module and Interpolation

To show the effects of super-resolution on recognition of
low-resolution images, we compare the results of different
training/testing conditions: 1) Training the recognizer with
IHR only; 2) Training the recognizer with interpolation re-
stored image ILR interp only; 3) Training with both IHR and



TABLE III
RECOGNITION RESULTS OF FOUR DIFFERENT TRAINING CONDITIONS ON IAM-DB.

IAM
Train IHR ILR interp ILR interp + IHR SRR-GAN

Test IHR ILR interp IHR ILR interp IHR ILR interp IHR ISR

CER 9.9 51.9 21.4 13.1 10.1 14.2 9.7 12.8

WER 30.0 80.4 50.9 35.9 29.7 37.6 29.9 35.5

ILR interp ; 4) Joint training in SRR-GAN. The recognition
results on IAM-DB are shown in Table III. We can see that
the recognizer training with IHR performs well on high-
resolution input image, but poorly on interpolation restored
image; The recognizer training with ILR interp performs well
on interpolation restored image, but poorly on high-resolution
input; Training with both IHR and ILR interp gives fairly
good performance on both IHR and ILR interp input images.
However, the SRR-GAN gives superior performance on both
IHR and ILR interp input images. This again verifies the ne-
cessity and superiority of joint super-resolution and recognizer
training.

E. Results of LR Handwriting Recognition

We also tested the recognizer trained in SRR-GAN on our
collected low-resolution dataset IAM-LR-DB. The images in
IAM-LR-DB were scanned with very low resolution, and so,
have much different quality with generated low-resolution data
by down-sampling. Some samples are shown in Fig. 1, where
we can see that images in IAM-LR-DB are very noisy. In
this experiment, the SRR-GAN model is trained with high-
resolution and down-sampled images in the training set of
IAM-DB, and for testing, our collected noisy low-resolution
images are fed into recognizor for recognition directly. From
Table IV, we can see that on the scanned low-resolution
images, the recognizer CRNN results in high error rates (CER
and WER). When using SRR-GAN, the error rates are lower
than CRNN, though scanned low-resolution images were not
used in training.

TABLE IV
RECOGNITION RESULTS ON IAM-LR-DB.

IAM-LR-DB CER WER

SRR-GAN 59.1 92.1

CRNN 64.5 92.6

F. Visualization of Features

To show how the SRR-GAN with jointly trained super-
resolution and recognizer can improve the recognition ac-

curacy, we show the 2-dimensional feature distributions of
different types of image input: original high-resolution image
(HR), super-resolution restored image (SR) and interpolation
restored image (LR interp). The feature scatter plots of
recognizers CRNN and SRR-GAN on three types of input
from two datasets are shown in Fig. 4. We can see that the
features of HR or SR images by either CRNN or SRR-
GAN have good separability, while the features of LR interp
disrtibute compactly with hard separability. By SRR-GAN, the
separability of features of LR interp is largely improved. The
improvement of feature separability then leads to increased
recognition accuracy.
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Fig. 4. Feature scatter plots for different types of image input. Left: CRNN;
right: SRR-GAN. Green dot: HR; red point: SR; blue: LR interp.

V. CONCLUSIONS

In this paper, we present a novel framework, called SRR-
GAN, for jointly learning super-resolution and recognizer for



low-resolution text recognition. Compared to cascaded (and
independently trained) super-resolution and recognition model,
the proposed method can make the super-resolution restored
image better suit recognition. Experiments results in scene
text recognition and handwriting recognition on public datasets
demonstrate that the proposed method performs superiorly on
low-resolution text images.
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