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ABSTRACT

Micro-expression recognition is a challenging task due to its
low intensity and short duration and how to extract the sub-
tle facial changes is a key issue in this field. Although there
are many methods attempt to cope with this problem, they
are difficult to encode the temporal order of all frames in the
video clips. For these reasons, this paper employs rank pool-
ing and `2,1-norm to obtain the discriminative video repre-
sentation with temporal order. In particular, we extract Local
Two-Order Gradient Pattern (LTOGP) feature of each frame
to describe the subtle information. Then, the video represen-
tation is generated by using rank pooling, which captures the
temporal order among all frames. Furthermore, considering
the sparsity of `2,1-norm, we can select those discriminant
features. Finally, micro-expression classification is accom-
plished using SVM. Experiments are conducted on two pub-
licly available micro-expression databases i.e. CASME and
CASME2. The results demonstrate that our method achieves
better performance than the state-of-the-art algorithms.

Index Terms— Micro-expression recognition, LTOGP,
temporal order, rank pooling, `2,1-norm

1. INTRODUCTION

People sometimes hide their true emotions in the process
of mutual communication [1], but some psychological stud-
ies [2, 3] indicate that micro-expression can reveal these
true inner feelings. The reasons are that micro-expression
is considered to be spontaneous and people can neither fake
nor supress it [4]. Due to these characteristics of micro-
expression, it has received more and more attention from
many researchers and is applied to lie detection [5], clinical
diagnosis [6] and security field [7].

Recognizing micro-expression through facial appearance
is a challenging work since related works [5, 3] have shown
that micro-expression occurs between 1/25 and 1/5 seconds
and only appears low intensity in a few parts of the face.
Therefore, how to extract the changes of facial subtle infor-
mation in the video clips becomes a key issue for recognition.
Although there are some methods [8, 9, 10, 11, 12] attempt

to encode the subtle dynamic process, they only consider the
temporal order among adjacent frames rather than all frames
in a video clip. In addition, the face descriptors obtained in
many works [11, 12, 13] contain redundant information such
as identity and illumination.

In order to alleviate the above issues, this paper intro-
duces rank pooling and feature selection method based on
`2,1-norm for micro-expression recognition. In particular, we
firstly use LTOGP [14] to extract the feature of each frame.
And then the video representation is generated using rank
pooling method [15], which encodes the dynamic process of
the face by capturing the temporal order among frame-level
features. Furthermore, we take the advantage of the `2,1-norm
sparseness [16] to select the discriminative features related to
micro-expression. Finally the support vector machine (SVM)
is used for classification. To the best of our knowledge, it is
the first time to explore rank pooling and `2,1-norm for micro-
expression recognition. We conduct experiments on Chinese
Academy of Science Micro-expression Database (CASME)
[17] and CASME2 [18], and the results demonstrate that our
method obtains better performance.

The rest of this paper is organized as follows. In section
2, we review the works related to micro-expression recogni-
tion. In section 3, we provide a detailed description of the
method in this paper. Our experimental results and discussion
are presented in section 4, and section 5 concludes the paper.

2. RELATED WORKS

Video representation is an important issue for micro-expression
recognition. Geometry-based and appearance-based features
have been widely applied for face analysis. Specifically,
geometry-based features are generated by calculating the
shapes and locations of facial landmarks. However, such
features are difficult to capture subtle facial movements (e.g.
the eye wrinkles). Appearance-based features can extract not
only detailed information by examining the texture changes
of the faces, but also are robust to illumination [19]. Based
on these considerations, many appearance-based feature ex-
traction methods have been proposed.
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Fig. 1. Illustration of the proposed framework for micro-expression recognition.

Le Ngo et al. [20] used sparse sampling to get the details
of each frame, but they only considered the changes of adja-
cent frames when generating the video representation. Thus,
the method was difficult to describe the dynamic process in
the video clips. Wang et al. [10] viewed the video clips
as tensors and proposed Sparse Tensor Canonical Correlation
Analysis (STCCA) for micro-expression classification. Since
this method required normalizing the number of frames in the
video clips, it interfered with the original data itself and af-
fected the accuracy of recognition. Huang et al. [19] used the
low rank representation method to erase the identity attribu-
tion of the faces, and then employed the discriminative spa-
tiotemporal local binary pattern based on a revisited integral
projection (DiSTLBP-RIP) to extract the dynamic features of
the video clips for recognition. But the revisited integral pro-
jection used in that method is insensitive to temporal order
among all frames. D.Kim [13] adopted convolutional neu-
ral networks (CNN) to obtain the visual description of each
frame, and then video representation was generated by long
short-term memory (LSTM) recurrent neural networks. How-
ever, those network parameters couldn’t be optimized very
well due to the limited data in micro-expression databases.

Different from the above works, this paper employs rank
pooling method to retain the order of all frames in an entire
video clip. In addition, to further improve the discriminabil-
ity, we take the advantages of sparsity of `2,1-norm for feature
selection. The experimental results illustrate the effectiveness
of our method.

3. PROPOSED METHOD

In order to explore the temporal information in micro-
expression video clips, this paper introduces a new integrated
framework. Firstly, we extract the feature of each frame in

Fig. 2. Eight templates used in LTOGP. Note that the blank
space in the templates is 0.

the video clips based on LTOGP. Secondly, the video rep-
resentation is generated by adopting rank pooling to encode
temporal order among all frames. Thirdly, given the sparsity
of `2,1-norm, we select discriminative features that are bene-
ficial to micro-expression recognition. Finally, SVM is used
for classification. The integrated framework of our method is
shown in Fig. 1.

(a) (b) (c)

Fig. 3. Frame-level feature generation process. (a), (b) and
(c) are the original image, LTOGP filter result and frame-level
feature, respectively.
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3.1. Frame-Level Feature Extraction Using LTOGP

Since the micro-expression is subtle facial changes, it is im-
portant for subsequent video representation to extract the de-
tailed information of each frame in the video clips. For these
reasons, we employ LTOGP [14] to extract the frame-level
feature, which describes subtle information of texture in the
local neighborhood.

In particular, we firstly use the templates in Fig. 2 to get
the two-order gradient in different directions. Secondly, 8 bits
are obtained and converted into a decimal number by Eq. (1)
and Eq. (2), respectively. Finally, the frame-level feature is
generated by concatenating grayscale statistical histogram of
each block. This process is illustrated in Fig. 3.

b(x) =

{
1, x ≥ 0

0, x < 0
(1)

LTOGP =

7∑
i=0

bi+1 · 2i (2)

3.2. Video Representation with Temporal Order

Obtaining the video representation is a key stage in micro-
expression recognition. In this paper, we employ rank pooling
to encode the temporal order among all frames to describe the
dynamic changes of the face in the video clips.

argmin
u

1

2
‖u‖2 + C

∑
∀i,j vti

�vtj

εij

s.t. uT · (vti − vtj ) ≥ 1− εij
εij ≥ 0

(3)

Specifically, the objective function is shown in Eq. (3),
where vti is the frame-level feature at time ti. vti � vtj de-
fines a patial order relationship, which means that if ti < tj
then uT · (vti − vtj ) ≥ 1 − εij . C is the penalty factor. εij
is a non-negative constant. The resulting vector u is the cor-
responding representation of a micro-expression video clip.

Note that Eq. (3) is not the objective fucntion in SVM. It
encodes the temporal order among all frames in a video clip
by the partial order relationship. In other words, we capture
the facial subtle changes in the micro-expression video clips.

3.3. Discriminative Feature Selection Based on `2,1-Norm

In micro-expression video clips, individual identity, illumina-
tion and other information account for a large proportion [19].
Therefore, it is necessary to select the discriminative features
related to micro-expression from the above video representa-
tion to improve the performance of recognition.

Considering the advantages of `2,1-norm sparsity, this pa-
per obtains the discriminative features through Eq. (4), where

W is the weight matrix and the `2,1-norm definition of any
matrix A is shown in Eq. (5). γ is a positive constant. In this
paper, let U = [u1,u2, ...,un] ∈ Rd×n be data matrix, each
column of which is a representation of a micro-expression
video clip. And Y = [y1,y2, ...,yn]

T ∈ Rn×c is the label
matrix, which contains c classes and uses one-hot encoding.

min
W

γ‖UTW −Y‖2,1 + ‖W‖2,1 (4)

‖A‖2,1 =

m∑
i=1

√√√√ n∑
j=1

a2ij , ∀A ∈ Rm×n (5)

We apply the method proposed in [16] to optimize the Eq.
(4) and still denote the result as W for the sake of brevity. Let
wi denote the i-th row of W, i = 1, ..., d. Then they are sorted
as ‖wi1‖2 ≥ ... ≥ ‖wid‖2. If the number of selected feature
is N , then the (i1-th, ..., iN -th) rows of U are considered to
be discriminative features related to micro-expression.

4. EXPERIMENTS

In this section, firstly, we introduce the databases used in ex-
periments briefly, and then describe the settings of parame-
ters, finally experimental results and analysis are presented.

4.1. Database Description and Parameter Settings

To evaluate the proposed method, we conduct experiments on
two public available micro-expression databases i.e. CASME
[17] and CASME2 [18]. CASME contains 195 spontaneous
micro-expression video clips. These clips record 20 individ-
ual micro-expression using a 60fps camera. In order to en-
sure the fairness of the comparison, like other advanced meth-
ods [17, 19], we select 171 video clips that include disgust
(44 samples), surprise (20 samples), repression (38 samples)
and tense (69 samples). For CASME2, it records 247 micro-
expression video clips from 35 subjects using a 200fps cam-
era. This database contains 5 classes of the micro-expression:
happiness (32 samples), surprise (25 samples), disgust (64
samples), repression (27 samples) and others (99 samples).
What’s more, we use Leave-One-Subject-Out (LOSO) cross
validation (i.e. one subject’s video clips are used as the test
data and the others are used as the training data) to evaluate
the proposed method. It should be noted that we resize all the
frames to 128×128 pixels. All the experiments are conducted
on a PC with MATLAB 2017b.

In our method, there are four parameters i.e. the number
of blocks divided for each frame to generate LTOGP, C in Eq.
(3), γ in Eq. (4) and the number of features selected N . Note
that we let C = 1 and γ = 1 in all experiments. For the other
two parameters, Fig. 4 (a) and (b) show their impacts on the
recognition accuracy on CASME and CASME2, respectively.
As we can see from them, the best performance is achieved
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when the number of blocks is 8×8 and the number of features
selected (N ) is 325 on CASME, while they are 8× 8 and 450
on CASME2. It is necessary to illustrate that the dimension
of the video representation without feature selection is 8 ×
8× 256 = 16384. In addition, we use LIBSVM [21] with the
linear kernel for classification.

(a)

(b)

Fig. 4. Influence of the number of blocks and features se-
lected (N ) on recognition rate on CASME (a) and CASME2
(b). Note that the four different colors represent four different
numbers of features selected.

4.2. Results and Discussion

Based on the above settings, we perform experiments on
CASME and CASME2, respectively. The results are shown
in Table 1 and Table 2.

As illustrated in those two tables, our method with feature
selection is 7.57% and 2.97% higher than without feature se-
lection on CASME and CASME2, respectively. The reasons
lie in that the first term in Eq. (4) is robust to noise and the
second term is effective to select discriminative features using
the sparsity of `2,1-norm [16].

In addition, compared to other algorithms, our method
with feature selection achieves better performance on both
CASME and CASME2. Mutilinear principal component

analysis (MPCA) [17] extracts the principal component di-
rectly from the video clips but it is difficult to obatin the
details in the frames. Instead, we adopt LTOGP to get the
subtle information in each frame. For DiSTLBP-RIP [19]
and the sparse sampling [20], the details of each frame are
extracted, but they only capture the temporal order among
adjacent frames. While our method is able to get the dynamic
changes among all frames, thus we obtain better accuracy. It
is worth mentioning that our method is superior to the ap-
proach with neural network [13]. This is can be explained
that there are limited data in the micro-expression databases,
which degrade the performance due to over-fitting.

Table 1. Performance comparison with the state-of-the-art
methods on CASME. FS means Feature Selection.

Methods Recognition accuracy (%)

MPCA[17] 41.01
DiSTLBP-RIP[19] 64.33

Our method without FS 61.07
Our method with FS 68.64

Table 2. Performance comparison with the state-of-the-art
methods on CASME2. FS means Feature Selection.

Methods Recognition accuracy (%)

Sparse sampling[20] 49.00
DiSTLBP-RIP[19] 64.78
CNN+LSTM[13] 60.98

Our method without FS 63.03
Our method with FS 66.00

5. CONCLUSION

In this paper, a discriminative video representation with tem-
poral order is proposed for micro-expression recognition.
Specifically, rank pooling is introduced to encode the subtle
changes of frame-level feature, which describes the detailed
information with LTOGP in the face. Moreover, to enhance
the discriminability, we select the relevant features through
`2,1-norm. Experimental results on CASME and CASME2
indicate that our method is superior than the state-of-the-art
approaches. In the future, we will combine neural networks
with this work to get better performance.
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