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   Abstract—This  paper  investigates  the  distributed  model
predictive  control  (MPC)  problem  of  linear  systems  where  the
network  topology  is  changeable  by  the  way  of  inserting  new
subsystems,  disconnecting  existing  subsystems,  or  merely
modifying  the  couplings  between  different  subsystems.  To  equip
live  systems  with  a  quick  response  ability  when  modifying
network  topology,  while  keeping  a  satisfactory  dynamic
performance, a novel reconfiguration control scheme based on the
alternating direction method of multipliers (ADMM) is presented.
In  this  scheme,  the  local  controllers  directly  influenced  by  the
structure  realignment  are  redesigned  in  the  reconfiguration
control.  Meanwhile,  by  employing  the  powerful  ADMM
algorithm,  the  iterative  formulas  for  solving  the  reconfigured
optimization problem are obtained, which significantly accelerate
the  computation  speed  and  ensure  a  timely  output  of  the
reconfigured  optimal  control  response.  Ultimately,  the  presented
reconfiguration  scheme  is  applied  to  the  level  control  of  a
benchmark four-tank plant to illustrate its effectiveness and main
characteristics.
    Index Terms—Alternating  direction  method  of  multipliers
(ADMM)  algorithm,  distributed  control,  model  predictive  control
(MPC), reconfigurable architecture systems.
  

I.  Introduction

IN  the  past  few  decades,  the  advanced  distributed  model
predictive  control  (DMPC)  has  received  significant

attention  in  both  academia  and  industry  for  its  outstanding
advantages  of  dealing  with  multiple  input/state  constraints,
better  fault  tolerance  capabilities  and  a  lower  computational
load.  For  geographically  or  physically  distributed  systems,
DMPC  provides  an  effective  tool  for  control  by  effectively
coordinating  the  optimal  decisions  of  different  local
controllers  with  a  guaranteed  global  performance.  To  date,
numerous  achievements  in  the  research  of  DMPC  strategies
have been reached under fixed distributed frameworks [1]–[7].

However,  along  with  the  system  scale  expansion  and  the
continual function improvement, various application demands
for  the  system  structure  reconstruction  have  risen,  which
incurs the issue of reconfiguration control. For instance, some
partial  failures  in  distributed systems [8],  [9]  may trigger  the
fault  isolation  to  avoid  a  further  fault  propagation.  Another
example  is  the  function  extension  to  existing  systems  [10],
which may bring in  the  insertion of  several  new components
to  existent  systems.  In  order  to  achieve  a  dependable  and
renewed system functionality, it is of vital importance to study
how  to  perform  an  efficient  distributed  control  in  the
reconfigured  architecture  while  maintaining  a  satisfactory
dynamic performance.

Indeed,  reconfiguration  control  with  non-fixed  system
architectures has become an essential capability [11], [12] for
networked systems to adapt to various external  environments
and a switching control task. Nowadays, research on the high-
efficiency distributed reconfiguration control strategies is still
lacking.  In  the  existing  study  [13],  a  reconfigurable  control
scheme  for  decentralized  systems  was  proposed,  where  the
coupling changes between different subsystems were handled
by  resorting  to  robust  control  invariant  sets.  For  distributed
systems  with  strong  couplings,  [14]  presented  an  iterative
reconfiguration  scheme  to  cope  with  the  significant
interactions  among  subsystems  and  a  class  of  time-varying
terminal  sets  was  designed.  Notwithstanding,  most  of  the
existing reconfiguration control  methodologies  are  developed
based  on  the  assumption  that  every  reconfigurable  control
signal  can  be  obtained  within  each  sampling  time.  That  is  to
say,  it  is  based on the  assumption that  each control  period is
shorter than each sampling period, and the elapsed time spent
in calculating the reconfiguration control input can be ignored.
However,  the  computation  of  the  optimal  reconfigurable
control  law  is  time  consuming  in  substantial  real-world
applications  (especially  for  large-scale  MPC  optimization
problems  with  multiple  constraints),  and  the  calculation
efficiency  of  local  controllers  directly  affects  the  distributed
coordination  of  reconfiguration  control.  For  the  sake  of
avoiding  a  serious  trajectory  deviation  in  the  context  of
system architecture realignment, the quick response ability of
every  local  controller  is  of  particular  importance  in  the
distributed reconfiguration control design.

As is known, the alternating direction method of multipliers
(ADMM) is  a  high-efficiency  iterative  algorithm,  which  was
originally introduced by Gabay and Mercier [15] in the 1970s
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and is well suited to large-scale convex optimization problems
arising in statistics, machine learning, and other related areas.
ADMM  blends  the  benefits  of  dual  decomposition  and
augmented  Lagrangian  algorithms  for  the  constrained
optimization  and  provides  improved  convergence  properties
under  very  mild  hypotheses  [16]–[20].  More  precisely,  the
major  advantages  of  ADMM can  be  summarized  as  follows:
1)  in  theory,  the  convergence  of  the  algorithm  can  be
guaranteed  for  any  convex  cost  functions  and  constraints;
2) in practice, the augmented Lagrangian term often speeds up
the  convergence  and  computation.  Although  the  powerful
ADMM  has  been  widely  applied  to  solving  convex
optimization  problems  in  the  field  of  statistics,  there  is  little
research on the combination of ADMM and the reconfigurable
DMPC  scheme  [21]  to  improve  the  computation  efficiency
and  dynamic  performance  of  reconfiguration  control.
Motivated by these  reasons,  in  this  technical  note,  we aim at
proposing an efficient DMPC reconfiguration control scheme
based on the powerful ADMM algorithm for linear networked
systems  with  reconfigurable  architectures.  First,  the
distributed  reconfiguration  control  strategy  is  presented  with
the consideration of three typical scenarios on the changeable
system  architecture.  Next,  the  reconfigured  controller  design
method  is  proposed  and  the  iterative  formulas  based  on
ADMM  algorithm  for  addressing  the  reconfiguration
optimization  problem  are  derived.  Finally,  the  efficiency  of
the developed reconfigurable DMPC scheme is verified on the
level control of a benchmark four-tank system.

The  rest  of  the  paper  is  organized  as  follows.  A  formal
problem formulation is  provided in Section II.  In Section III,
we  introduce  the  distributed  reconfigurable  control  scheme,
including  the  reconfiguration  control  strategy,  the  way  of
reconfigured  controller  redesign  and  the  resolving  procedure
of  the  reconfiguration  control  problem  based  on  ADMM
algorithm.  Section  IV  applies  the  proposed  reconfigured
control  scheme  to  a  four-tank  system,  followed  by  some
concluding remarks in Section V.

R Rn Rn×m

n n×m

Q ∥x∥Q
x ∥x∥Q =

√
xT Qx diag{S 1,. . . ,S k}

S1 S k

⊗
Im ∈ Rm On ∈Rn

Notations: Let , ,  denote the set of real numbers,
the  vector  space  of  real -vectors  and  the  set  of  real
matrices,  respectively.  For  any  given  symmetric  positive-
definite matrix ,  denotes the weighted Euclidean norm
of ,  i.e., .  By ,  we  refer  to  a
block-diagonal  matrix  with  matrices  to  on  the  main
diagonal  while  zeros  elsewhere.  ×  denotes  the  Cartesian
product of two sets while  represents the Kronecker product
of  two matrices.  The  symbols  and  stand  for
the  column  vectors  with  all  elements  equal  to  one  and  zero,
respectively.  

II.  Problem Formulation

M
Si

Consider  a  distributed  LTI  (linear  time-invariant)  system
composed  by  subsystems  which  are  interconnected  with
each other  through states  and inputs.  The local  subsystem 
under a fixed system architecture is described as
 

ΣSi : x+[i] =
M∑
j=1

(Ai jx[ j]+Bi ju[ j]) (1)

x[i] ∈ Rni u[i] ∈ Rmi ∀i ∈M = {1, . . . ,M}
i x+[i]

x[i] k+1
x[i]

{S j} j∈Px
i

{Sr}r∈Pu
i
Px

i Pu
i

Si

where  and ,  are  the
state  and  input  of th  subsystem.  denotes  the  successor
state  of  at  time  ( ).  In  terms  of  each  subsystem,  the
local  subsystem  state  is  directly  effected  by  the  states  of

 and  the  inputs  of .  and  represent  the
state  parent  set  and  input  parent  set  of  subsystem ,
respectively, which are determined by
 

Px
i = { j : Ai j , 0, j , i, ∀i, j ∈M}
Pu

i = {r : Bir , 0,r , i, ∀i,r ∈M}.
Pi = Px

i ∪Pu
i

Si S j
Cx

i Si i ∈ Px
j

Cu
i Si

Si

Here  we  use  to  denote  the  parent  set  of
subsystem . On this basis, we say subsystem  belongs to
the state child set  of subsystem  if  holds true. In a
similar way, the input child set  of subsystem  is defined.
The  state  and  input  child  sets  of  subsystem  are
characterized as follows
 

Cx
i = { j : i ∈ Px

j , ∀i, j ∈M}
Cu

i = { j : i ∈ Pu
j , ∀i, j ∈M}.

Ci Si
Ci = Cx

i ∪Cu
i ∪ i

Then,  the  child  set  of  subsystem  is  expressed  as
. According to the above definitions, the local

dynamics (1) can be reformulated as
 

ΣSi : x+[i] = Aiix[i]+Biiu[i]+
∑
j∈Px

i

Ai jx[ j]+
∑
j∈Pu

i

Bi ju[ j] (2)

x[i] u[i]
Xi Ui Xi = {x[i] : x[i,min] ≤ x[i] ≤ x[i,max]}

Ui = {u[i] : u[i,min] ≤ u[i] ≤ u[i,max]} Xi Ui

where  the  local  subsystem  state  and  the  input  are
subject  to  and  with 
and .  Here  and  are
compact convex sets with the origin contained as their interior
points.

x ∈ Rn u ∈ Rm

x = [xT
[1], . . . , x

T
[M]]

T u = [uT
[1], . . . ,u

T
[M]]

T

Constructed by the subsystem state and input variables, the
global  system  state  and  input  are  denoted  by

 and .  Then,  the  global
system model can be represented as
 

ΣS : x+ = Ax+Bu. (3)

x ∈ X = X1× · · ·×XM u ∈ U =U1× · · ·×UM

A B

The  global  system  state  and  input  are  confined  by
 and . Meanwhile,

the  dynamic  matrices  and  of  the  overall  system  are
attained in light of the following form
 

A =

A11 . . . A1M
...

. . .
...

AM1 . . . AMM

 , B =

 B11 . . . B1M
...

. . .
...

BM1 . . . BMM

 .
(A,B)

Si i ∈M

In  the  existing  system  architecture  and  control  framework,
we assume that the initial global system represented by 
is  controllable.  Meanwhile,  every local  controller  is  designed
according  to  the  traditional  non-cooperative  DMPC  strategy,
i.e.,  a  local  performance  index  is  minimized  in  determining
the  optimal  control  input.  The  initial  DMPC  optimization
problem of subsystem ,  is expressed as
 

min
u[i](k+h|k)0≤h≤N−1

N−1∑
h=0

(∥x[i](k+h|k)∥Qi+∥u[i](k+h|k)∥Ri )

+ ∥x[i](k+N |k)∥Pi (4a)
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s.t. x[i](k|k) = x[i](k) (4b)
 

x+[i] = Aiix[i]+Biiu[i]+
∑
j∈Px

i

Ai jx[ j]+
∑
j∈Pu

i

Bi ju[ j] (4c)

 

x[i] ∈ Xi (4d)
 

u[i] ∈ Ui (4e)
 

x[i](k+N |k) ∈ X f
i (4f)

x[i](k+h|k) u[i](k+h|k) x[i] u[i]
(k+h) k

X f
i

where ,  denote the values of  and 
at the future time  predicted at the time . The terminal
invariant  set  is  devised  with  guaranteed  stability  of  the
global system in the existing system structure.

Throughout  this  context,  the  communication  protocol  in
controller design is provided by the following assumption.

Si S j
i ∈ P j i ∈ C j

Assumption  1: The  communication  between  two  intercon-
nected local subsystems  and  is  permitted if  and only if

 or .
In  line  with  different  reconfiguration  demands  in  real

applications,  we  focus  on  three  typical  reconfigurable
scenarios  in  this  paper:  inserting  new  subsystems,
disconnecting  existing  subsystems,  and  modifying  the
couplings  between  different  local  subsystems.  As  described
earlier,  inserting  several  new  subsystems  generally  maps  the
requirement  of  system function  extension,  troubleshooting  or
subsystem recovery. Disconnecting existing subsystems often
corresponds  to  failure  isolation;  modifying  the  couplings
between  interconnected  subsystems  arises  from  the  need  of
system structure improvement. A more clear illustration to the
three typical reconfiguration scenarios is given by Fig. 1. Note
that the three scenarios cover the basic reconfiguration modes
in  a  distributed  system  framework,  and  other  complicated
reconfigurable  architecture  requirements  can  be  viewed  as  a
combination of them.

In  the  sequel,  we  propose  to  investigate  the  DMPC
reconfiguration  control  scheme  by  employing  the  powerful
ADMM  algorithm  with  respect  to  the  above  three  typical
reconfiguration scenarios. It is attributed to achieving a quick
control  response  capability  and  a  satisfactory  dynamic
performance in the reconfigurable distributed control.  

III.  Reconfiguration Control Scheme

This  section  introduces  the  DMPC  reconfiguration  control
scheme  for  linear  systems  with  reconfigurable  architectures.
Specifically,  in  the  first  place,  the  reconfiguration  control

strategy in  terms of  three  typical  reconfiguration  scenarios  is
presented.  Secondly,  we  show  how  to  redesign  the  local
controllers  for  some  selected  subsystems  in  the  reconfigured
control.  Then,  the  way  to  resolve  the  reconfiguration
optimization  problem  via  the  powerful  ADMM  algorithm  is
provided,  which  equips  local  subsystems  with  a  quick-
response  ability  to  dynamical  structure  changes  and  helps  to
achieve  a  good  distributed  coordination  during  the  whole
reconfiguration control.  

A.  Distributed Reconfiguration Strategy
Due  to  the  realignment  of  system  architectures,  the

dynamics and interconnections of partial local subsystems are
changed  compared  with  those  in  the  original  system
architecture.  Here,  we  first  provide  a  detailed  analysis  to  the
influence  of  three  typical  reconfiguration  scenarios  to  every
local subsystem. Later,  the reconfiguration control strategy is
presented accordingly.

Are BreFirst,  in  the  renewed  system  architecture,  and  are
utilized to represent the reconfigured system matrix and input
matrix,  respectively.  Then,  the  dynamics  of  the  reconfigured
global system can be described as
 

ΣSre : x̃+ = Are x̃+Breũ (5)
x̃ ∈ Rñ ũ ∈ Rm̃where  and  are the global system state and input

signals  in  the  reconfigured  system  architecture,  respectively.
For  the  sake  of  achieving  a  control  reconstruction  to
reconfigured systems, the following assumption is necessary.

(Are,Bre)

Assumption 2: The global system in the reconfigured system
architecture and control configuration is still controllable, i.e.,

 is stabilizable.
Sre T

P̃x
i P̃u

i
Si

Now consider that, a reconfigured system  consists of 
subsystems  in  the  renewed  system  architecture.  Meanwhile,
we denote by  and  the updated state parent set and input
parent  set  of  subsystem ,  respectively.  Taking  this  as  a
basis,  the  dynamics  of  every  local  subsystem  in  the
reconfigured system architecture is denoted by
 

ΣSre
i

: x̃+[i] =
T∑

j=1

(Are
i j x̃[ j]+Bre

i j ũ[ j])

= Aii x̃[i]+Biiũ[i]+
∑
j∈P̃x

i

Are
i j x̃[ j]+

∑
j∈P̃u

i

Bre
i j ũ[ j] (6)

x̃[i] ∈ Rñi ũ[i] ∈ Rm̃i

Sre
i

Aii = Are
ii Bii = Bre

ii

where  and  are  the  local  state  and input  of
subsystem  in the renewed architecture, respectively. Note
that,  since the inner structure of every local  subsystem is  not
changed,  we  have  and .  Meanwhile,  the

 

Existing system architecture 1. Disconnecting existing subsystems 2. Inserting new subsystems 3. Merely modifying the couplings

S1 S2 S3

S4S5SM

S1 S2 S3

S4S5SM

SM+1

S2 S3

S4S5SM

S1 S2

S4S5SM

S3S1

 
Fig. 1.     Three  typical  reconfiguration  scenarios.  The  red  dotted  lines  denote  the  interconnections  to  be  disconnected  while  the  red  solid  lines  represent  the
associated relationships to be newly established.
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x̃[i] ∈ X̃i ũ[i] ∈ Ũi ∀i ∈ T = {1, . . . ,T }
reconfigured local state and input are respectively confined by

 and , .  For  every
extraneous  subsystem  to  be  newly  inserted  into  the  existing
system architecture, the assumption below holds true.

(Aii,Bii) i ∈ T−M

Assumption 3: The subsystems to be inserted into the initial
system  architecture  are  controllable  by  their  independent
controllers, i.e.,  is stabilizable for any .

R

Next,  aiming  at  three  typical  reconfiguration  scenarios,  a
reconfiguration  strategy  is  proposed  which  determines  the
local  subsystems  whose  controllers  need  to  be  redesigned  in
the further reconfigured control. In order to minimize changes
to  the  existing  controller  designs  while  realizing  an  effective
control  of  the  global  reconfigured  system,  the  directly
influenced  subsystems  are  selected  to  re-conceive  their  local
controllers.  Specifically,  taking  into  account  the  structure
modification  by  means  of  subsystems  removal,  subsystems
addition  or  coupling  realignments  between  different
subsystems, the directly influenced subsystems are referred to
as the subsystems whose reconfigured subsystem dynamics is
different  from  the  original  subsystem  dynamics  in  the  initial
system  architecture.  By  (1)  and  (6),  the  set  of  directly
influenced subsystems  is determined by
 

R = {i : P̃x
i , Px

i or P̃u
i , Pu

i ,∀i ∈ T }. (7)
During the whole reconfiguration control, the controllers of

directly influenced subsystems are redesigned while the other
subsystems  in  the  initial  system  structure  keep  using  the
original controller designs in the reconfigured control.

Sre
i i∈T−M

Px
i = Pu

i = ∅
Sre

i i∈T−M
P̃x

i = P̃u
i = ∅

Sre
i

Sre
i i∈T−M

Remark 1: For  every subsystem ,  to  be newly
inserted  into  the  existing  system  architecture,  we  have

 holds  true.  Moreover,  if  the  state  parent  set  and
input parent set of subsystems  with  are empty in
the reconfigured system structure, i.e., , then these
subsystems  are  definitely  not  included  in  the  set  of
directly  influenced  subsystems  according  to  (7).  In  this  case,
the  original  controller  design of  the  subsystem , 
is employed in the further reconfiguration control.  

B.  Reconfigurable Controller Redesign

Sre
i i ∈ R

Sre
i

Based  on  the  set  of  directly  influenced  subsystems
determined above, in the following, the way of reconfigurable
controller redesign for subsystems  with  is proposed.
For any subsystem  in the renewed system architecture, the
reconfigured  optimization  problem  of  the  local  controller
redesign is formulated by
 

min
ũ[i](k+h|k)0≤h≤N−1

N−1∑
h=0

(∥x̃[i](k+h|k)∥Q̃i
+∥ũ[i](k+h|k)∥R̃i

)

+ ∥x̃[i](k+N|k)∥P̃i
(8a)

 

s.t. x̃[i](k|k) = x̃[i](k) (8b)
 

x̃+[i] = Aii x̃[i]+Are
ic x̃ic+Biiũ[i]+Bre

ic ũic (8c)
 

x̃[i] ∈ X̃i (8d)
 

ũ[i] ∈ Ũi (8e)
 

x̃[i](k+N |k) ∈ X̃ f
i (8f)

x̃[i](k+h|k) x̃[i]
(k+h) k

ũ[i](k+h|k) Q̃i R̃i
Sre

i i ∈ R
X̃ f

i = x̃[i](k+N |k)T P̃i x̃[i](k+N |k) ≤ β̃i

Sre
i

Are
ic x̃ic =

∑
j∈P̃x

i
Are

i j x̃[ j] Bre
ic ũic =

∑
j∈P̃u

i
Bre

i j ũ[ j]

where we denote by  the value of vector  at the
future  time  predicted  at  the  time  instant .  So  is  the
input .  and  are the weighting matrices of the
directly  influenced  subsystems  with .  Meanwhile,

 is  the  terminal  invariant
set  of  the  reconfigured  subsystem ,  which  is  designed
according to the same techniques used in the initial distributed
control  system  for  ensuring  the  controllability  of  the  global
reconfigured  system.  Moreover,  in  (8c),  the  associated  items
between  different  interconnected  subsystems  have  the
particular  form  of  and 

.
To  equip  live  systems  with  a  rapid  response  ability  to

various reconfiguration requirements and then achieve a good
distributed  coordination,  we  next  provide  an  approach  to
transform  the  reconfigurable  control  problem  (8)  into  a
standard optimization formulation for  employing the ADMM
algorithm.

x̃[i] ∈ RNni ũ[i] ∈ RNmiFirst,  we  denote  by  and  in  MPC
expression, which include the predicted states and inputs and
have the following form
 

x̃[i](k) =


x̃[i](k+1|k)
x̃[i](k+2|k)

...

x̃[i](k+N|k)

 , ũ[i](k) =


ũ[i](k|k)

ũ[i](k+1|k)
...

ũ[i](k+N −1|k)

 .
By this form, the reconfigured subsystem dynamics (8c) can

be represented by
 

x̃[i](k+1) = Ψi x̃[i](k)+Ψic x̃ic(k)+Φiũ[i](k)+Φicũic(k)

x̃ic ũic
Sre

i

where  and  denote  the  associated  state  and  input  of
subsystem  in  MPC  expression.  Additionally,  all  the
system  matrices  involved  in  the  above  equation  are
determined by
 

Ψi = [AT
ii ,A

2
ii, ...,A

N
ii ]T

Φi =


Bii 0 . . . 0

AiiBii Bii . . . 0
...

...
. . .

...

AN−1
ii Bii AN−2

ii Bii . . . Bii



Ψic =


Are

ic 0 . . . 0
AiiAre

ic Are
ic . . . 0

...
...

. . .
...

AN−1
ii Are

ic AN−2
ii Are

ic . . . Are
ic


Φic =


Bre

ic 0 . . . 0
AiiBre

ic Bre
ic . . . 0

...
...

. . .
...

AN−1
ii Bre

ic AN−2
ii Bre

ic . . . Bre
ic

 .
Then,  in  ADMM form,  the  reconfigurable  control  problem

(8) can be transformed into the following standard expression
 

min
ũ[i](k)

1
2

ũT
[i](k)piũ[i](k)+qT

i ũ[i](k)+ ri (9a)

 

s.t. ũ[i] ∈ Ũi. (9b)
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pi qi ri

In  the  cost  function  of  the  optimization  problem  (9a),  the
parameters ,  and  are respectively given by
 

pi = 2(ΦT
i Q̂iΦi+ R̂i)

qi = 2[Fi x̃i(k)+Λiũic(k)+Ei x̃ic(k)]
ri = x̃T

i (k)Gi x̃i(k)+2[x̃T
i (k)FT

ic+ x̃T
ic(k)ET

ic]ũic(k)

+ [2x̃T
i (k)Υi+ x̃T

ic(k)Υic]x̃ic(k)+ ũT
ic(k)Θiũic(k).

Q̂i R̂i

Q̂i = diag{Q̃i, . . . , Q̃i︸     ︷︷     ︸
N−1

, P̃i} R̂i = diag{R̃i, . . . , R̃i︸    ︷︷    ︸
N

}

qi ri

Note  that,  the  block  diagonal  matrices  and  have  the

form  of  and .  In

addition, the other matrices included in the specific expression
of  and  are provided as follows:
 

Fi =Φ
T
i Q̂iΨi, Λi =Φ

T
i Q̂iΦic, Ei =Φ

T
i Q̂iΨic

Gi = Ψ
T
i Q̂iΨi+ Q̃i, Fic =Φ

T
icQ̂iΨi, Eic =Φ

T
icQ̂iΨic

Υi = Ψ
T
i Q̂iΨic, Υic = Ψ

T
ic Q̂iΨic, Θi =Φ

T
icQ̂iΦic.

Ũi
Ũi = {ũ[i] : Γiũ[i] ≤ Ωi} Γi Ωi

In  (9b),  the  constraint  space  is  denoted  by
, where  and  are determined by

 

Γi =


Φi

INmi
i
−Φi

−INmi
i

 , Ωi =

[ x̃[i,max]−Ψi x̃i(k)−Ξicũ[i,max]

Ψi x̃i(k)+Ξic− x̃[i,min]− ũ[i,min]

]

Ξic = Ψic x̃ic(k)+Φicũic(k).
The lower and upper bounds to the reconfigured subsystem

states are expressed as
 

x̃[i,min] = IN ⊗ x̃[i,min], x̃[i,max] = IN ⊗ x̃[i,max].

ũ[i,min]
ũ[i,max]

Ũi x̃ic(k)
ũic(k)

Ξic

Using a similar way, the bounds to every local input 
and  can  be  denoted.  It  is  worth  mentioning  that,  the
constraint  is time-varying since the associated states 
and  inputs  are  dynamically  changed  in  each
communication  cycle,  which  subsequently  changes  the  value
of  in solving the optimization problem (9a).  

C.  Solution of the Reconfigured Control via ADMM
Hereafter,  the  method  for  solving  the  reconfigured

optimization problem (9) by resorting to the powerful ADMM
algorithm  is  proposed.  Generally,  the  constrained  DMPC
problem can be addressed by employing the fmincon function
in  Matlab  if  the  available  calculation  time  is  sufficient.  For
many  cases  of  the  instant  structure  reconfiguration
requirements,  such  as  the  isolation  of  several  failed
subsystems to prevent a further fault propagation, the time to
prepare  the  reconfiguration  control  is  quite  limited.
Furthermore, the slower the reconfiguration control response,
the  harder  it  is  to  achieve  a  satisfactory  distributed
coordination and the greater the system state deviation in the
renewed  system  architecture.  For  these  reasons,  below  we
intend  to  solve  the  reconfigured  DMPC  problem  (9)  via  the
high-efficiency  ADMM  algorithm,  which  helps  to
significantly  improve  the  computational  efficiency  of  the
reconfigured control  response and then achieve a satisfactory
reconfiguration control property.

First,  taking  into  account  the  general  form  of  ADMM  in
solving optimization problems

 

min f (x)+g(z) (10a)
 

s.t. Ax+Bz = c. (10b)

x z

For  the  above  general  form  of  ADMM,  the  optimization
problem (10a) is solvable in the precondition of the following
two  assumptions  [22],  which  are  used  to  guarantee  the
existence  of  and  that  can  minimize  the  augmented
Lagrangian function.

f (x) g(z)Assumption  4: The  functions  and  are  closed,
proper and convex.

Assumption 5: For simple Lagrangian
 

L0(x,z,y) = f (x)+g(y)+ yT (Ax+Bz− c)
(x∗,z∗,y∗)

L0(x∗,z∗,y) ≤ L0(x∗,z∗,y∗) ≤ L0(x,z,y∗)
x,z,y

there  exists ,  not  necessarily  unique,  for  which
 holds  true  for  all

.
Under these two mild assumptions,  the ADMM iteration is

convergent and the augmented Lagrangian is organized by
 

Lρ(x,z,y) = f (x)+g(z)+ yT (Ax+Bz− c)

+
ρ

2
∥Ax+Bz− c∥22.

u= 1
ρyThen,  by  adopting  the scaled  dual  variable ,  the

ADMM  iteration  can  be  transformed  into  the  following
simplified form
 

x(k+1)=argmin
x

(
f (x)+

ρ

2
∥Ax+Bz(k)−c+u(k)∥22

)
(11a)

 

z(k+1)=argmin
z

(
g (z)+

ρ

2
∥Ax(k+1)+Bz−c+u(k)∥22

)
(11b)

 

u(k+1)=u(k)+Ax(k+1)+Bz(k+1)−c. (11c)
On  this  basis,  we  aim  to  derive  the  iterative  formulas  that

can be applied to solving the proposed reconfiguration control
problem. In line with the general form of (10a) and (10b), the
reconfigured  DMPC  optimization  problem  (9)  can  be  re-
described as the following form
 

min
ũ[i]

Ji(ũ[i]) (12a)
 

s.t. Γiũ[i]+ z[i] = 0 (12b)
z[i] = m[i]−Ωi

m[i] ≥ Oi

where  is  a  newly  introduced  optimization
variable and . In the sequel, the detailed procedures to
derive the iterations for both the optimal variable and the dual
variable based on the optimality conditions [20] are provided.

ũ[i] u
λ

1) -update: For  clarity,  the  scaled  dual  variable  is
replaced by  in the following derivation. Here we define that
 

ν(k)
i = −z

(k)
[i] −λ

(k)
i

ũ[i]
ũ[i]

which can be viewed as a constant in the minimization of .
Then  by  minimizing  (12a),  the  formula  to  update  is
obtained as
 

ũ(k+1)
[i] = argmin

ũ[i]

(
Ji+
ρ

2
∥Γiũ(k)

[i] − ν
(k)
i ∥

2
2

)
. (13)

z[i] z[i]

ω(k)
i

2) -update: In  the  minimization  of ,  the  constant
variable is denoted by , which has the form of
 

ω(k)
i = −Γiũ(k+1)

[i] −λ(k)
i .

Similarly, by minimizing (12a), we can obtain that 
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z(k+1)
[i] = argmin

z[i]

(
ρ

2
∥z(k)

[i] −ω
(k)
i ∥

2
2

)
= argmin

z[i]

(
ρ

2
∥m[i]−

(
Ωi+ω

(k)
i

)
∥22
)
. (14)

m[i] ≥ Oi

z(k+1)
[i]

Since , there exist two possible consequences in the
minimization  of  (14).  More  specifically,  can  be
calculated  in  accordance  with  the  following  equations  in
different situations:
 

a) if ω(k)
i +Ωi ≥ Oi =⇒ z(k+1)

[i] = ω(k)
i

b) if ω(k)
i +Ωi < Oi =⇒ z(k+1)

[i] = −Ωi.

As a result, the iterative formulas to solve the reconfigurable
DMPC  optimization  problem  (12)  via  the  powerful  ADMM
algorithm are obtained as
 

ũ(k+1)
[i] = (pi+ρΓ

T
i Γi)−1(ρΓT

i ν
(k)
i −qi) (15a)

 

z(k+1)
[i] =max{−(Γiũ(k+1)

[i] +λ(k)
i ),−Ωi} (15b)

 

λ(k+1)
i = λ(k)

i +Γiũ(k+1)
[i] + z(k+1)

[i] . (15c)

Γiũ(k+1)
[i]

Furthermore,  to  improve  the  convergence  property  of
ADMM [20], the quantity  is generally substituted by
 

α(k)Γiũ(k+1)
[i] − (1−α(k))z(k)

[i]

α(k) > 1where  is known as the over-relaxation parameter.
Meanwhile,  as  the  iteration  proceeds,  the  reasonable

termination criterion is designed by
 

∥r(k)
i ∥2 ≤ ϵ

pri (16a)
 

∥s(k)
i ∥2 ≤ ϵ

dual (16b)
 

x̃[i](k+N |k) ∈ X̃ f
i (16c)

r(k)
i s(k)

i
∥r(k)

i ∥2 ∈ Rp ∥s(k)
i ∥2 ∈ Rq

r(k)
i s(k)

i

where  is  the  primal  residual  and  is  the  dual  residual.
 and .  The  iteration  stops  when  all  the

conditions  (16a)–(16c)  are  satisfied,  where  (16c)  reflects  the
terminal constraint (8f). The residuals  and  are updated
according to the equations given below
 

r(k+1)
i = Γiũ(k+1)

[i] + z(k+1)
[i]

s(k+1)
i = ρΓT

i (z(k+1)
[i] − z(k)

[i] ).

ϵpri

ϵdual
Additionally,  the  thresholds  of  the  primal  residual  and

the dual residual  are respectively designed as
 

ϵpri =
√

pϵabs+ ϵrel max{∥Γiũ(k)
[i] ∥2,∥z

(k)
i ∥2}

ϵdual =
√

qϵabs+ ϵrel∥ΓT
i ρλ

(k)
i ∥2

ϵabs>0 ϵrel>0where  and  are  the  absolute  and  relative
tolerance, respectively. Eventually, based on the above results,
one  can  obtain  the  optimal  control  response  by  solving  the
reconfigurable DMPC optimization problem (9) via iterations
(15a)–(15c),  which  contribute  to  achieving  a  satisfactory
reconfiguration  control  performance  with  a  high
computational  efficiency.  To give a  more clear  illustration to
the  proposed  reconfiguration  control  scheme,  an  algorithm
flow chart is provided in Fig. 2.  

IV.  An Academic Example

qa qb

This  section  verifies  the  effectiveness  of  the  proposed
reconfiguration  control  scheme  on  the  level  control  problem
of  a  benchmark  four-tank  system  [23].  The  multi-variable
laboratory  plant  is  composed  by  four  interconnected  tanks
with nonlinear dynamics and is subject to both state and input
constraints.  There  are  two  inputs  (i.e.,  pump  throughputs)
which can be used in controlling the tank levels. A schematic
of  the  process  for  the  four-tank  system  in  the  existing
architecture is shown in Fig. 3. The water in bottom reservoir
is transfered by the pumps  and  to the upper tanks and the
liquid  levels  of  each  tank  can  be  measured  by  the  local
pressure sensors.

To  proceed,  the  state  space  continuous-time  model  of  the
existing four-tank plant is described by the following equations
 

dh1

dt
= − a1

A1

√
2gh1+

a3

A1

√
2gh3+

γa

A1
qa

dh2

dt
= − a2

A2

√
2gh2+

a4

A2

√
2gh4+

γb

A2
qb

dh3

dt
= − a3

A3

√
2gh3+

1−γa

A3
qa

dh4

dt
= − a4

A4

√
2gh4+

1−γb

A4
qb.

 

 

If conditions (16a)−(16c)
are satisfied ?

N

Start

If t < simulation time?

Y

For any   i
re, i ∈ 

If i ∈ R holds true?

Solve the optimization
problem (9) by (15a)−(15c)

t = t + 1

k = k + 1

N

Communication between
subsystems

Input: A reconfigurable
architecture demand

Y

Y

End

N Solve the optimization
 problem (4)

  

Output: the optimal input
u*[i](t), i ∈ Γ −  ~

Output: the optimal input
u*[i](t), i ∈ ~

Determine the set

 
Fig. 2.     An  algorithm  flow  chart  of  the  proposed  reconfiguration  control
scheme.
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hi ∈ [0.2,1.6] ∀i ∈ {1,2} hi ∈ [0.2,1.3] ∀i ∈ {3,4}

a b
qa ∈ [0,3.26] qb ∈ [0,4]

In this example, the water level of each tank is constrained
by ,  and , ,
where  the  minimum  level  is  used  to  prevent  eddy  effects  in
discharge  of  the  tank.  Meanwhile,  the  flow of  pump  and 
are  confined  by  and .  The  detailed
nominal operating conditions and the parameters estimated on
the real four-tank system are provided in Table I.
 

TABLE I 

The Nominal Operating Conditions and the Parameter
Values of the Four-tank System

Symbol Description Value

Ai icross-section of tank 0.06 m2

ai idischarge constant of tank 1.310e−4m2 1.507e−4m2,
9.267e−5m2 8.816e−5m2

, 
, 

h0
i iequilibrium level of tank 0.6534m 0.6521m,

0.6594m 0.6587m
, 
, 

γa γb, parameter of 3-ways valve 0.3 0.4, 
g gravitational acceleration 9.81 m/s2

q0
a q0

b, equilibrium flow 1.63 2 m3/h, 

 
 

xi = hi−h0
i

u j = q j−q0
j i ∈ {1, . . . ,4} j ∈ {a,b}

h0
i

1s−1

By  defining  the  deviation  variables  and
 with  and , the above nonlinear

system  model  can  be  linearized  at  the  operation  point  to
obtain a discrete-time system model. The sampling frequency
is  and the linearized system model is denoted by
 

dx
dt
=


−1
τ1

0 A3
A1τ3

0
0 −1

τ2
0 A4

A2τ4
0 0 −1

τ3
0

0 0 0 −1
τ4

 x+

γa
A1

0
0 γb

A2
1−γa

A3
0

0 1−γb
A4

u

τi =
Ai

ai

√
2h0

i

g
, ∀i ∈ {1, . . . ,4}

τiwhere  denotes  the  time constant  of  each tank.  The  control
objective of the four-tank system is to keep the levels of every
tank  at  the  specified  reference  values.  In  the  existing  system
architecture,  as  shown in Fig. 2,  the  global  system is  divided

x[1] = [x1; x3] u[1] = u1
x[2] = [x2; x4] u[2] = u2

into  two  subsystems  with ,  and
, .  The  two  discretization  subsystem

models are expressed as
 

x+[1] =

[
0.994 0.004

0 0.996

]
x[1]+

[
5.010
11.642

]
u[1]

x+[2] =

[
0.993 0.004

0 0.996

]
x[2]+

[
6.664
9.980

]
u[2].

a 4
b 3

To verify the presented reconfiguration control scheme, we
modify  the  existing  system  architecture  in Fig. 3 into  the
system structure shown in Fig. 4,  where another branch from
pump  is connected to tank  while a new branch from pump
 becomes an input for tank .

 

1 2

3 4

h1 h2

h3 h4

qa qb

q1 q2

q3 q4

γa γb

 
Fig. 4.     The plant schema of the reconfigured four-tank system.
 

In  the  renewed  distributed  system  architecture,  the
reconfigured discrete-time subsystem models are given below.
 

x̃+[1] =

[
0.994 0.004

0 0.996

]
x̃[1]+

[
0.021
9.979

]
ũ[1]+

[
4.985

0

]
ũ[2]

x̃+[2] =

[
0.993 0.004

0 0.996

]
x̃[2]+

[
6.644

0

]
ũ[1]+

[
0.023

11.643

]
ũ[2]

x̃[1] = [x̃1; x̃3] ũ[1] = ũ1 x̃[2] = [x̃2; x̃4] ũ[2] = ũ2

where  the  reconfigured  subsystem  states  and  inputs  are
,  and , .

xi = 0
xi=±0.1

Ri = 1 Qi

X f
i = x[i](k+N|k)T Pix[i](k+N|k) ≤ βi

βi = 0.5 Pi

In  this  example,  we  test  the  presented  reconfiguration
scheme  in  two  cases:  Case  I,  where  the  set  point  is  constant
and ,  and Case II,  where the set  point  is  a  square wave
and .  Before  changing  the  system  architecture,  the
local  controllers  are  designed  by  solving  the  optimization
problem (4), where  and  is the identity matrix. In the
terminal  invariant  set ,

 and  are obtained as
 

P1=

[
170.2976 −72.5529
−72.5529 30.9110

]
, P2=

[
22.9231 −15.2461
−15.2461 10.1402

]
.

N=5

α(k)=1.8 ρ=0.2

The  prediction  horizon  is  selected  as .  In  the
reconfigured  controller  design  based  on  the  ADMM
algorithm, the over-relaxation parameter  and .
Meanwhile,  the  state  and  input  weighting  matrices  are

 

1 2

3 4

h1 h2

h3 h4

γa γb

qa qb

q1 q2

q3 q4

 
Fig. 3.     A schematic description of the exiting four-tank system.
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Q̃i=diag{30,1} R̃i=1 P̃i and . In the renewed system structure, 
are redesigned as
 

P̃1=

[
0.4637 1.8519×10−5

1.8519×10−5 0.4572

]

P̃2=

[
0.4845 1.0589×10−5

1.0589×10−5 0.4810

]
.

0 200
200

The simulation results of the reconfiguration control in Case
I are shown in Figs. 5 and 6. More precisely, Fig. 5 shows the
dynamic  performance  of  local  subsystems  without  using  the
reconfiguration control scheme. During the control process of
–  steps,  the  system is  controlled  by  initial  controllers  in

the  original  system architecture.  At  iteration ,  the  system
structure changes in line with the architecture shown in Fig. 4.
Similarly,  in  Case  II,  the  simulation  results  are  shown  in
Figs. 7 and 8,  where  the  system  architecture  is  modified  at
iteration  400.  As  can  be  seen  from Figs. 5 and 7, the  system
dynamics  in  the  existing  controller  design  tends  to  be
oscillating  and  divergent  after  the  structure  reconfiguration
due to the strong input couplings between subsystems.
 

Iterations (k)
2000 800
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−0.3

−0.2

−0.1

0

0.1

0.2

0.3
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0.5
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The reconfiguration point

x k
 (m

)

 
Fig. 5.     System performance in the existing controller design in Case I.
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Fig. 6.     System performance in the proposed reconfiguration control scheme
in Case I.
 

For  comparison,  the  control  performance  of  the  proposed
reconfigurable  DMPC  scheme  via  the  ADMM  algorithm  in
both Cases I and II are depicted in Figs. 6 and 8. As is shown,
although  a  small  fluctuation  appears  at  the  reconfiguration
point, the global system state converges to the steady point in
a  short  period  of  time,  which  illustrates  the  effectiveness  of

the presented reconfiguration control scheme.

0.145 0.005 600

Moreover,  to  illustrate  the  high  efficiency  of  the  proposed
reconfigured  control  method  combined  with  the  ADMM
algorithm,  the  time  consumed  in  calculating  the  optimal
reconfigured DMPC input via the traditional fmincon function
(RDMPC(fmincon))  and  the  powerful  ADMM  (RDMPC
(ADMM))  are  compared.  As  is  shown  in Table II,  the  mean
computational  time  in  each  iteration  with  using  fmincon  and
ADMM are  s and  s, respectively. During the 
iterations,  the  comparison  of  the  accumulated  computation
time is shown in Fig. 9. From these results we can see that, the
calculation  efficiency  via  ADMM  is  greatly  improved  in
computing  the  optimal  reconfigured  input,  which  helps  to
ensure  a  quick-response  ability  and  a  satisfactory  dynamic
performance in the reconfiguration control.
 

TABLE II 

Comparison of the Time Consumed in Solving RDMPC via
Fmincon and ADMM

Algorithm Iterations Total time (s) Mean time (s)

RDMPC (fmincon) 600 87.259 0.145

RDMPC (ADMM) 600 2.985 0.005
  

V.  Conclusion

This paper proposed a novel reconfiguration DMPC scheme
for linear systems combined with the high-efficiency ADMM
algorithm. First, taking into account three typical scenarios, a
distributed  reconfiguration  control  strategy  applying  to  any
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Fig. 7.     System performance in the existing controller design in Case II.
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Fig. 8.     System performance in the proposed reconfiguration control scheme
in Case II.
 

BAI et al.: DISTRIBUTED MPC FOR RECONFIGURABLE ARCHITECTURE SYSTEMS VIA ADMM 1343 



reconfigurable  requirements  was  presented.  Secondly,  based
on  the  powerful  ADMM  algorithm,  the  way  to  redesign  the
reconfigured DMPC controller was provided and the iterative
formulas  employed  in  solving  the  reconfiguration
optimization  problem  via  ADMM  algorithm  were  derived.
Finally,  the  proposed  reconfiguration  control  method  was
applied  to  a  benchmark  four-tank  system  to  illustrate  its
higher efficiency and good reconfigured control performance.
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