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Learning Control for Air Conditioning Systems
via Human Expressions
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Abstract—In this article, a deep reinforcement learning
method is developed to solve air conditioning control prob-
lems through human expressions. The main contribution
of this article is to design a deep reinforcement learning
method for air conditioning control problems with human
expressions as the input for the first time. The method aims
to eliminate human sleepiness and improve people’s work
efficiency as much as possible. First, the air conditioning
system and deep reinforcement learning methods are in-
troduced. Second, the image processing algorithm for hu-
man expressions is described. Third, the deep Q-network
method is designed to obtain the optimal control policy
for air conditioning systems. Finally, simulation results are
given to illustrate the present method that can effectively
eliminate sleepiness and improve the work environment of
people.

Index Terms—Adaptive dynamic programming, air condi-
tioning control, deep learning (DL), deep Q-network (DQN),
human expressions, optimal control, reinforcement learn-
ing (RL), Q-learning.

I. INTRODUCTION

A IR conditioning is the most popular tool to adjust the
indoor temperature, which is always a key factor to affect

people’s work efficiency. In Hedge and Gaygen’s research [1], it
is proven that there is an optimum range of temperatures to make
people feel comfortable while too high or too low temperature
can cause people to lose productivity. Therefore, the control
of indoor temperature is of great significance to improve the
work efficiency of people. In previous research, many control
methods for air conditioning systems have emerged, such as
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the classic proportional-integral-derivative control [2], the lin-
ear quadratic regulator control [3], the fuzzy control [4], and
the model predictive control [5]. Previous control methods are
mostly focused on guaranteeing the stability of the system [6],
such as the indoor temperature. However, it is pointed out in [7]
that control strategies stabilizing the indoor temperature cannot
effectively improve people’s work efficiency. Therefore, this
article abandons the idea of ensuring temperature stability in
previous studies and sets eliminating people’s sleepiness as the
main purpose. This article designs a self-learning controller
using the image of human expressions as the input. It can
learn the appropriate control strategy through self-learning, and
then adjusts the temperature of the airflow blown by the air
conditioning system to eliminate the human sleepiness.

Due to the complexity and uncertainty of the air conditioning
system and the room thermal model, traditional model-based
control methods often fail to achieve satisfactory results in
practical applications. Therefore, many researches of applying
machine learning algorithms to air conditioning systems have
been conducted. Reinforcement learning (RL) is an area of
machine learning that deals with sequential decision-making [8],
[9], [11]–[13]. Recently, RL-related methods, such as adaptive
dynamic programming, have revealed powerful characteristics
in optimization and policy decisions [14]–[16]. In RL methods,
the agent must discover which action yield the most reward by
trying them. Trial-and-error search and delayed reward are the
two most important distinguishing features of RL [17]. In [18], it
uses Bayesian learning methods to predict the room occupancy
over time and uses the classic RL method, Q-learning, to learn
the control policy. It is worth mentioning that the air conditioning
is controlled using bang–bang control method in [18]. In [19],
it uses Q-learning method to learn the control policy and the
input of the agent includes time and temperature. Unlike the
self-designed reward mechanism in [18], the reward in [19] is
given by human’s senses. Obviously, due to the limitation of
the traditional RL method, the input of the agent can only be
low-dimensional data and we cannot learn directly from the
high-dimensional data.

In recent years, the deep learning (DL) technology has made
great progress. DL is a class of machine learning techniques for
supervised or unsupervised feature extraction and for pattern
analysis and classification [20]. DL has been applied in the field
of RL. This combination is called deep RL. This method is
useful in problems with high-dimensional state space and brings
new methods to air conditioning control. In [25], it employs the
deep Q-network (DQN) method and uses the current time, the
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zone temperature, and environment disturbances as inputs of
the agent. The agent adjusts the temperature of the room by
adjusting the air flow volume of the air conditioning. Although
the method of DL is used, [25] still uses low-dimensional data
as inputs, which may not be available for high-dimensional
image input. Images are fundamentally different from traditional
low-dimensional data and traditional data-based control meth-
ods cannot use images as inputs. To the best of the authors’
knowledge, there is no discussion on the DQN method for
the air conditioning control problem through images of human
expressions. This motivates our research.

In this article, aiming to eliminate human sleepiness and
improve work efficiency, it is the first time that the DQN method
is employed to solve air conditioning control problems, which
directly uses a high-dimensional image of the human expression
as the input. First, the air conditioning system and deep RL
methods are introduced. Second, the image processing algorithm
is described. Third, the DQN algorithm are designed for air
conditioning systems. Finally, simulation results are presented to
show that the present method can effectively eliminate sleepiness
and improve work efficiency of people.

II. RELATED WORKS

In this section, the development of traditional RL, deep RL
algorithms, and the application of deep RL in air conditioning
control will be introduced.

A. Reinforcement Learning

The working process of a RL agent is described as follows.
At each time step t, the agent observes a state st from the
environment. It chooses an action a from the set of valid actions
according to a given policy π, which is a mapping from state
space to action space. After the agent executed the action a, the
agent will observe the next state st+1 and get a reward rt from the
environment. The agent will constantly interact with the environ-
ment until it observes the terminal state. The agent’s emphasis
on future rewards is discounted by a factor of γ at each time
step. The return, which reflects cumulative rewards obtained
by the agent at time step t, is defined as Rt =

∑T
t′=t γ

t′−trt′ ,
whereT is the time-step at the terminal state. In order to measure
cumulative rewards when agent executes the action a in the state
s, the concept of the action value function Qπ(s, a) is proposed
as

Qπ(s, a) = E [Rt|st = s, at = a, π] (1)

which is the expected return starting from the state s, executing
the action a, and following the policy π. Each policy π has
a corresponding state value function Vπ(s) and action value
function Qπ(s, a). After enough exploration and learning, the
agent will find the optimal policy π∗ that can maximize the
cumulative reward and the corresponding optimal state value
function V ∗(s) and optimal action value function Q∗(s, a).
Note that the optimal action value function satisfies the Bellman
equation

Q∗(s, a) = Est+1
[ rt + γmax

at+1

Q∗(st+1, at+1)|s, a]. (2)

RL algorithms can be divided into three categories, which
are value-based method, policy-based method, and actor-critic
method, respectively. In value-based methods, the agent will
learn the action value function Q(s, a) which represents the
expectation of the cumulative reward obtained by making action
a under state s, i.e., Q(s, a) = E(Rt|st = s, at = a). After suf-
ficient learning, Q(s, a) will approach the optimal action value
function Q∗(s, a). Then the optimal policy π∗ is generated by
Q∗(s, a) through certain processing (e.g., ε-greedy). The most
famous value-based method is Q-learning [26]. For Q-learning
algorithm, the action value functionQ(s, a) is updated according
to

Q(st, at)← Q(st, at)

+ α(rt + γmax
a

Q(st+1, a)−Q(st, at)) (3)

where α is the learning rate.

B. Deep RL

The DeepMind team has used deep RL algorithms to achieve
breakthrough results in the field of video games [22] and Go [23],
which has aroused widespread excitement. In [22], the agent
learns the process of human playing games and only takes the
video screen as the input. After sufficient training, the DQN
agent can surpass human’s highest level in 49 Atari games.
In [23], it combines deep RL methods with planning methods
and uses the Monte Carlo tree search method to reduce the
computational complexity of the search process. The agent won
in the game against top player Lee Sedol, marking the problem
of Go being overcome.

C. Deep RL for Air Conditioning Control

In [25], the method of deep RL was first applied in air
conditioning control. In [25], the temperature set-point of the
air conditioning is fixed and the agent adjusts the air flow rate.
The state observed by the agent consists of the current time,
the zone temperature, and environment disturbances. The goal
of the agent is to minimize the total energy consumption while
keeping the room temperature within a certain range. Therefore,
the reward received by the agent consists of temperature error
and energy consumption. However, in the work of [25], the input
of the controller is still low-dimensional data.

III. DESIGN OF LEARNING CONTROL METHOD FOR AIR

CONDITIONING SYSTEMS VIA HUMAN EXPRESSIONS

In this section, the self-learning control method using the
image of human expressions for air conditioning systems will
be introduced in detail. First, the action and state spaces for the
air conditioning system will be introduced. Then the state pre-
processing algorithm and the reward function will be explained.
Finally, the DQN method for air conditioning control will be
described in detail.
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A. Action and State Spaces

There are three types of action the agent can execute, which
are raising, keeping, and lowering the temperature set-point of
airflow.

Since the main purpose of control is to eliminate people’s
sleepiness, the agent will get the image of human expressions
from the environment that can directly reflect people’s drowsi-
ness as the state s. The state s is a three-dimensional (3-D)
matrix with size M ×N × 3, where M and N are called spatial
dimensions and 3 is called the channel dimension.

The parameters M and N depend on the pixel size of the
image, and parameter 3 indicates that the image has three chan-
nels of RGB, where RGB is a color model of image in red (R),
green (G), and blue (B) light. Assume that the air conditioning
system knows the temperature of the airflow that it blows, which
is usually true. The temperature of the airflow is also part of
the state. Generally speaking, the state that the agent receives
from the environment contains two pieces of information, which
includes the image of human expressions and the temperature
of airflow.

B. State Preprocessing and Reward Function

In this section, the state preprocessing algorithm and the
design of the reward function will be described, respectively.

To reduce the amount of calculation, the image of the human
expression is necessary to preprocess. First, face detection is
a necessary step in order to get people’s expressions. Second,
the part of eyes in the human expression will be intercepted
separately considering the movement of eyes can reflect the
degree of sleepiness. Generally speaking, the preprocessing of
the human expression is mainly divided into three steps, which
are detecting the human face, intercepting the part of eyes, and
merging with the temperature of airflow to obtain a whole state.

In the step of human face detection, first, the original state s,
which is an M ×N × 3 matrix, will be converted to grayscale
sg , which is anM ×N × 1matrix. Then, a trained face detector
in [28] can detect the rectangular area where the human face
is located from the grayscale state sg , and then return the
coordinates of the upper left corner and the lower right corner of
the rectangular area, which can be defined as (a, b) and (c, d),
respectively.

In the step of intercepting eyes from the original image, we
use a trained facial landmark detector in [29] to estimate 68
coordinates of landmarks from the grayscale state sg, whose
input parameters are the coordinates of the rectangular region
(a, b) and (c, d). The distribution of all landmarks is shown in
Fig. 1. The result of facial landmark detector is a 68× 2 matrix
L, where each row represents the coordinates of a landmark.
In matrix L, the 37th and 46th from 68 landmarks, defined
as (rx, ry) and (lx, ly), represent the rightmost position of the
right eye and the leftmost position of left eye, respectively.
Subtracting a constantC from the coordinate (rx, ry) and adding
C on the coordinate (lx, ly), we can get coordinates (erx, ery)
and (elx, ely), which represent the upper left and lower right
corners of the rectangular area containing eyes, respectively.
Then, cutting the part of eyes form the grayscale state sg , we

Fig. 1. Sixty-eight facial landmarks. They are used to mark facial
features and the outline of the face.

can get the grayscale part of eyes eg . Then adjust its size to
m× n× 1, where m and n are the expected dimensions of the
preprocessed states.

In the step of merging with the temperature of airflow, the
temperature is expanded to the same dimensions as the grayscale
part of eyes eg and then the expanded temperature is combined
with eg to be the whole preprocessed state. First, the temperature
of airflow tair is expanded to a range of grayscale values 0–255
to get texpand according to

texpand =
tair − tairlow
tairup − tairlow

× 255 (4)

where tairup and tairlow represent the highest and lowest tem-
peratures of the airflow blown by the air conditioning. Second,
the temperature is expanded to a matrix Te by

Te = 1m×n × texpand (5)

where 1m×n is an m× n matrix composed of constant 1 and it
can be seen that the dimension of Te is the same as the grayscale
part of eyes eg . Then, the matrixTe can be extended to the matrix
with dimension of m× n× 1. Third, merge eg and Te on the
channel dimension to get a whole preprocessed state φ which is
an m× n× 2 matrix. The entire preprocessing state algorithm
is summarized in Algorithm 1.

The detection of fatigue is critical to the design of the reward
function and the degree of fatigue is reflected by the degree
of closure of eyes. After detecting the landmarks of eyes, the
degree of closure of eyes can be computed easily. In facial
landmarks identified by the method in [29], the left and right
eyes each occupy six landmarks which are shown in Fig. 2.
Inspired by [30], it calculates a value that reflects the degree of
eye closure based on coordinates of eyes landmarks called the
eye aspect ratio (EAR), which can be computed according to

EARr =
||p2 − p6||+ ||p3 − p5||

2||p1 − p4|| (6)
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Algorithm 1: Preprocessing of the Original State.
Input:
The state s, which is an M ×N × 3 matrix;
The temperature tair of airflow, which is a single value;
The preprocessed state’s dimensions, m and n;
The constant C;
Output:

1: Obtain sg by converting s to grayscale.
2: Obtain coordinates of the rectangular region (a, b) and

(c, d) by using human face detector for sg .
3: Obtain landmarks’ coordinate matrix L by using facial

landmark detector for sg according to (a, b) and (c, d).
4: Obtain the rightmost position of the right eye (rx, ry)

by extracting L’s 37th row.
5: Obtain the leftmost position of the left eye (lx, ly) by

extracting L’s 46th row.
6: (erx, ery) = (rx − C, ry − C).
7: (elx, ely) = (lx + C, ly + C).
8: Obtain eg by intercepting a rectangular area from sg

according to (erx, ery), (elx, ely).

9: Te = 1m×n × tair − tairlow
tairup − tairlow

× 255.

10: Obtain φ by merging eg and Te into an m× n× 2
matrix.

11: returnThe preprocessed state φ.

Fig. 2. Twelve landmarks used to mark eyes. The left and right eye
each occupies six landmarks which are evenly distributed around the
eyes.

EARl =
||p8 − p12||+ ||p9 − p11||

2||p7 − p10|| (7)

and

EAReyes =
EARl + EARr

2
(8)

where p1, p2, . . . , p12 are 2-D facial landmarks. EARr and
EARl represent the EAR of right eye and left eye, respectively.
EAReyes represents the EAR of eyes, which is the average of
EARl andEARr. It can be seen that EAR is equal to the vertical
distance of the eye divided by the horizontal distance from (6)
and (7).

It has experimentally been verified that when the eye is open,
the EAReyes is approximately constant and when the eye is
closed, it quickly drops to nearly 0. In this article, EAReyes is
used to measure the degree of human sleepiness. For a particular
person, the maximum EAR (MEAR) is an intrinsic property.
This leads to the concept of the relative value of EAR (REAR),

Algorithm 2: Reward Calculation.
Input:
The current st, which is an M ×N × 3 matrix;
The last state st−1, which is also an M ×N × 3 matrix;
Output:

1: Obtain sgt by converting st to grayscale.
2: Obtain sgt−1 by converting st−1 to grayscale.
3: Obtain Lt and Lt−1 by processing st and st−1

according to steps 1–3 in Algorithm 1.
4: Obtain REARt and REARt−1 by computing

REAReyes for st and st−1 according to (6)–(9) as the
input is Lt and Lt−1.

5: Obtain the reward rt at time-step t according to (10) as
the input is REARt and REARt−1.

6: return rt.

which is expressed as

REAReyes =
EAReyes

MEAReyes
(9)

where MEAReyes represents the maximum aspect ratio of eyes
for a particular person and REAReyes represents the relative
value of EAR of eyes.

The reward function is important for the agent because it tells
the agent what the learning target is. Considering that our goal is
to eliminate human sleepiness, the reward function is designed
as

rt =

⎧⎨
⎩
−1 if REARt ≤ REARt−1
1 if REARt = 1
0 otherwise

(10)

where REARt−1 and REARt are REAReyes for t− 1 and t.
The reward rt is obtained after the agent executed action at.
If the person’s sleepiness is not reduced, which implies that
the condition REARt ≤ REARt−1 is satisfied, then the agent
is given a punitive reward −1. If the person reaches the state
of least sleepiness, which means EAReyes equals MEAReyes,
then the condition REARt = 1 is satisfied and the incentive
reward 1 is given. Otherwise, no reward will be given. The entire
process of getting rewards from the environment is summarized
in Algorithm 2.

Remark 1: Here, we explain the correct estimating rate of
identifying human eyes and compute EAR. The main steps in
identifying human eyes and compute EAR are face detection
and facial landmark detection. In the step of face detection, we
use histogram of gradient (HOG) features and linear support
vector machine object detector [28]. In the work of [28], it
has tested the algorithm on MIT pedestrian database and this
HOG-based detector gives r1 = 99.8% accuracy on the MIT
test set. In the step of facial landmark detection, we use an
ensemble of regression trees (ERT) algorithm that can work
in one millisecond [29]. In the work of [29], it has tested the
algorithm on HELEN face database and the test error is 0.049.
Considering the accuracy requirements of our algorithm for
facial landmarks, we consider the results with error less than
0.09 as correct. Let the correct rate of facial landmarks detection
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Fig. 3. Architecture of CNN to estimate action value function, which consists of three convolutional layers and two fully connected layers. The
input of CNN is the preprocessed state φ and the conv represents the output of the convolutional layer.

using ERT algorithm be r2, then r2 = 100%. Let the correct
estimating rate of identifying human eyes and compute EAR be
r. Then r = r1 × r2 = 99.8%. Based on the good test results of
face detector and facial landmark detector on the database, we
have sufficient reasons to believe that the developed algorithm
can achieve good estimating rate in a real office environment.

C. DQN Method for Air Conditioning Control

In this section, the DQN method for air conditioning will be
described in detail.

First, the DQN is introduced. DQN method uses a deep neural
network to approximate parameterized action value function
Q(φ, a; θ), which is calledQ-network. TheQ-network is mainly
composed of a convolutional neural network (CNN). Its input
is the preprocessed state φ in Algorithm 1 and its output is
the action value for each valid action. In this article, the CNN
consists of three convolutional layers. The input of the CNN is
a 50× 50× 2 preprocessed state φ, where in this article, we
set m = 50 and n = 50. The first convolutional layer is set as
32 filters of 10× 10 with stride 2. The second convolutional
layer is set to 64 filters of 5× 5 with stride 2 and the third
convolutional layer contains 64 filters of 3× 3 with stride 1.
These convolutional layers both use rectified linear unit (ReLU)
as the activation function. As the state passes through multiple
convolutional layers, the preprocessed state φ’s spatial dimen-
sions are reduced and the channel dimension is increased. Before
going through a fully connected network, the output of final
convolutional layer, which is a 3-D matrix, will be flattened into
a 1-D vector. The final hidden layer is a fully connected linear
layer and consist of 512 ReLU neurons. The output layer is a
fully connected linear layer with 3 ReLU neurons, which equals
to the number of valid actions. The structure of the entire CNN
to estimate the action value function is shown in Fig. 3.

Second, the loss function and the target-network will be
introduced. In the DQN method, the action value function

Q(s, a; θ) can be learned by adjusting parameters θ and the
target value in the Bellman equation is estimated by rt +
γmaxat+1

Q(st+1, at+1; θ
−
i ), where i = 1, 2, . . . is the cur-

rent number of iterations and θ−i is the parameter of previous
iteration. The target value is generated by a target-network
Q̂(s, a; θ−i ) whose structure is identical to the Q-network
Q(s, a; θ). For any i = 1, 2, . . ., the target-network Q̂(s, a; θ−i )
will be updated periodically and during the update interval the
parameters are fixed. Therefore, for the ith iteration, the loss
function is defined as

Li(θi) =
1

2

[
rt + γmax

at+1

Q(st+1, at+1; θ
−
i )−Q(s, a; θi)

]2
.

(11)
Third, the experience replay mechanism and training method

of the DQN method will be introduced. Inspired by [33], the
experience replay mechanism is used in the DQN method. In
detail, the agent will store transition (st, at, rt, st+1) at each
time-step t into replay memory D. The experience stored in D
is always new. In this article, in order to ensure the convergence
of the algorithm and save the algorithm’s running time and stor-
age space, we repeatedly adjust the parameters by experiments
and finally select NinitD = 500 and NtotalD = 10 000. In this
article, the root mean square prop (RMSprop) [32] method is
used to train the Q-network. The process of updating the neural
network parameters of RMSProp is shown as follows:

g =
1

w
∇θ

∑
i

L
(
Q
(
φ(i); θ

)
, y(i)

)
(12)

r = ρr+ (1− ρ)g � g (13)

Δθ = − η√
δ + r

� g (14)

θ = θ +Δθ (15)

where w is the number of samples, y is the corresponding target
of the sample, g is the gradient, r is the cumulative gradient, ρ is
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the hyperparameter representing the cumulative gradient decay
rate, � is element-wise operation, η is the global learning rate,
and δ is a small constant to avoid division by zero. In this article,
we set the size of minibatch w as 32, the global learning rate η
as 0.0025, the decay rate ρ as 0.99, and the small constant δ as
1× 10−6.

Finally, the method to increase the agent’s exploration of
the environment will be introduced. The agent will use the
Q-network and ε-greedy method to select the action at in
the state st. It means that the agent has a probability of ε,
0 < ε < 1, to select action randomly, with a probability of 1− ε
to choose action at = maxa Q(st, a). In order to increase the
agent’s exploration to the environment, a large ε is used at the
beginning of training process, and ε gradually decays as the
training progressing. The ε can be computed as

ε =

⎧⎨
⎩

εend − εstart
tdecay

× ttotal + εstart, ttotal < tdecay

εend, ttotal ≥ tdecay

(16)

where εstart is the initial value of the probability to randomly
select action at the beginning of training and εend is the final
value of ε. The parameter ttotal is the total number of the passed
time steps of entire training process. For example, if the training
has now proceeded to the tth time step in the ith iteration episode,
then ttotal is equal to the sum of the total number of time steps
from the first to ith episode and t. tdecay is the total number
of the time steps when the probability decays to εend. Note
that εstart, εend and tdecay are the parameters given before the
training starts. In this article, we set the εstart as 0.99, the εend
as 0.1, and tdecay as 800.

The whole DQN method for air conditioning is described in
detail as Algorithm 3.

Remark 2: Compared with the previous methods for air con-
ditioning control methods [2]–[5], [7], the developed method
has inherent differences. First, for traditional methods, the input
information is low-dimensional and manually selected data. Sec-
ond, the temperature setpoint was always fixed, and the control
purpose is to stabilize the room temperature to the setpoint while
saving energy. However, it is pointed out in [7] that control strate-
gies stabilizing the room temperature cannot effectively improve
people’s work efficiency. Therefore, previous methods are not
effective in improving human comfort. In the developed method,
the input information is high-dimensional human expression and
the features used for decision-making are automatically learned
by the algorithm. Furthermore, the control purpose is to control
the temperature setpoint so that the room temperature adaptively
reaches the most comfortable temperature for a person instead
of fixing the room temperature near a given value. That is the
advantage of the developed method.

IV. SIMULATION EXPERIMENT

In this section, a simulation example is displayed and sim-
ulation results are presented to show the effectiveness of the
developed DQN method.

Algorithm 3: DQN Method for Air Conditioning.
Initialization:

1: Initialize Q-network with random weight θ and
target-network with weights θ−i = θ, for i = 1;

2: Initialize state st and total time step ttotal = 1;
3: Initialize the parameters to compute ε, εstart, εend and

tdecay.
4: Initialize replay memory D’s initially size NinitD and

total size NtotalD;
5: Initialize the number of episodes trained E, the update

interval K and the maximum number of time-steps in
an episode T ;

6: Initialize the replay memory D;
Iteration:

7: Obtain the preprocessed state φt by preprocessing the
state st according to Algorithm 1.

8: for i ∈ 1 . . . E do
9: Initialize state st and preprocess it to get φt.

10: for t ∈ 1 . . . T do
11: Compute the ε according to (16).
12: With probability ε select a random action at,

otherwise select at = argmaxa Q(φt, a; θi).
13: Execute action at and observe the next state st+1.
14: Get the reward rt according to Algorithm 2.
15: Obtain φt+1 by preprocessing st+1.
16: Store (φt, at, rt, φt+1) in replay memory D.
17: Sample a minibatch containing w transitions from

D.
18: For every transition (φj , aj , rj , φj+1), if φj+1 is a

terminal preprocessed state then set yj = rj ,
otherwise set yj = rj + γmaxa′ Q̂(φj+1, a

′; θ−).
19: Train the Q-network using RMSprop.
20: st = st+1, φt = φt+1, ttotal = ttotal + 1.
21: Every K steps copy parameters of Q-network to

target-network.
22: Until st is a terminal state.
23: end for
24: end for
25: returnThe Deep Q-network Q(φt, at; θi).

A. Simulation Environment Design

In this section, the workflow of the air conditioning sys-
tem controlled by the facial expression is explained. First, the
agent receives the human expression, and then it preprocesses
the expression. It uses the Q-network and ε-greedy method
to change the temperature setpoint of air conditioning. After
that, the temperature of the room will change, which affects
the expression of the person. After a period of time, the agent
receives the human expression again and readjusts the setpoint
temperature of the air conditioning. The schematic diagram of
the DQN agent working in the environment is shown in Fig. 4.

In order to simulate the temperature changes in the room,
thermal model needs to be established. A simplified room heat
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Fig. 4. Architecture of simulation environment.

Fig. 5. The simplified room heat model.

model can be described by

Ṫr(t) =
1

Cr
[qi − qo(t)] (17)

qo(t) =
1

Rr
[Tr − To(t)] (18)

and

Ṫr(t) +
1

RrCr
Tr(t) =

1

Cr
qi +

1

RrCr
To (19)

where Tr and To represent the indoor and outdoor temperature,
respectively. ParametersCr andRr represent the thermal capac-
itance and thermal resistance, respectively. Parameters qi and qo
represent input and output heat to the room, respectively. The
room model is depicted in Fig. 5. After the temperature setpoint
is changed, the heat input to the room changed, and then the
temperature of the room changed. According to (17)–(19), the
change of room temperature can be described as

Tr(t) = Rrqi + To + (Tr(0)−Rrqi − To) e
− 1

RrCr
t. (20)

The room temperature will tend to be t∞ = Rrqi + To over time.
Since we assume that the temperature setpoint changes everyΔt
time (assume that within time Δt, the temperature of room is
very close to the steady state value t∞), the air flow and the
temperature setpoint are constant during the time Δt. The heat
input to the room qi is related to the air volume and the air
temperature of the air conditioning. During a fixed period of
time Δt, the air volume is constant due to a certain air flow rate.
So, the qi is only linear with temperature setpoint. Therefore, the
steady-state temperature of room t∞ is approximately linear with
the temperature set point of air conditioning and the parameters
of this linear relationship are related to the parameters of the

TABLE I
TEMPERATURE-FACE DATABASE

room and the environment. In this article, for the convenience
of simulation, we assume that the temperature setpoint of the
air conditioning is always 2 ◦C higher than the steady-state
temperature of the room.

In order to simulate the change in human expression with
temperature, we need a temperature-face database to simulate
the performance of people at different temperatures. Its input
is the temperature of the room and the output is the image of
human face. The design details of temperature-face database
are as follows. The people’s sleepiness will increase and eyes
will close when the temperature is too high or too low because
people do not feel comfortable. Eyes are wide open when the
temperature is suitable. Therefore, the EAR is the largest when
the temperature is suitable, and the EAR becomes smaller when
the temperature is too high or too low. In this article, we set
the room temperature to take 6 values between 18 ◦C and 34 ◦C.
In detail, the temperature-face database settings are shown in
Table I.As can be seen from Table I, when the temperature is
26 ◦C, the EAR is the largest and the REAR is 100%.

The specific details of the simulation experiment are described
below. At the beginning of each episode, the room temperature
will be initialized to a value that is too cold or too hot. In this
article, the initial temperature of the room will be randomly
selected from 18 ◦C, 20 ◦C, 32 ◦C, and 34 ◦C. Air conditioning
can raise the temperature setpoint, keep it unchanged, and de-
crease it, respectively. In this article, the air conditioning can
only change the temperature setpoint by 2 ◦C each time. When
peoples sleepiness is reduced to a minimum, the iteration episode
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Fig. 6. Episode length gradually decreases during the training
process.

is over and the next will begin. The room temperature will be
initialized again.

B. Simulation Results

The episode length is the number of times the agent adjusts
the temperature setpoint in each episode and it reflects training
results. The episode length during the training process is shown
in Fig. 6. The episode length at the beginning of training is
significantly larger than the later training period. In the early
stages of training, on the one hand, a large ε makes the agent
tend to select actions randomly, and on the other hand, an
untrained agent cannot make the right decision, which leads
to a large episode length. As the training progresses, the agent
is gradually able to make the right decision, and ε is also
reduced, so the episode length is significantly reduced. When
the room temperature is initialized to 18 ◦C or 34 ◦C, the agent
needs to adjust the temperature at least 4 times. When the room
temperature is initialized to 20 ◦C or 32 ◦C, the agent needs to
adjust the temperature at least 3 times. Therefore the episode
length will be stable at 4 or 3 after enough training. Note that
the parameter εwill eventually drop to 0.1 so the choice of agent
still has some randomness, which causes the episode length to
fluctuate at the end of training.

To show the effectiveness of the developed algorithm, two
baseline methods have been added to compared with the devel-
oped algorithm. One baseline method called random baseline
takes random actions. The other baseline method called optimal
baseline can obtain the room temperature and know that the
most comfortable temperature of the person is 26 ◦. The optimal
baseline adjusts the room temperature according to the error
between the current room temperature and the target temper-
ature. Therefore, the optimal baseline method takes the least
time steps to adjust the room temperature to 26 ◦. The results
of comparison are shown in Fig. 6. From the comparison with
the random baseline method, it is showed that the developed
method is significantly smaller in episode length. It can be seen
from the comparison with the optimal baseline method that the
developed method after training can adjust the room temperature

Fig. 7. Episode reward gradually increases during the training
process.

Fig. 8. Episode loss gradually reduces during the training process.

to a suitable temperature with a minimum number of time steps
according to the person’s expression.

The episode total reward is the sum of rewards obtained by
the agent in this episode. The episode reward during the training
process is shown in Fig. 7. As the training progresses, the agent
can make the right decision in every state which is adjusting the
temperature in a direction that eliminates the person’s sleepiness,
and always get a reward of 0. When it reaches the state where
the person is least sleepy, it get the reward of 1. Therefore, the
episode total reward is stable at around 1 after sufficient training.
Similarly, due to the randomness of agent selection, the curve
of the episode total reward fluctuates around 1.

Episode loss refers to the loss of the last time step of the
current episode, which reflects the closeness of target value
and action value function after this episode. The episode loss
during the training process is shown in Fig. 8. In the initial
stage of training, the target value generated by target-network
Q̂(s, a; θ−i ) differs greatly from the action value generated by
Q-network Q(s, a; θi), and the loss is large. As the training
progresses, Q-network gradually approaches the optimal action
value function Q∗(s, a). The target value generated by target-
network differs slightly from the action value function Q(s, a),
and the loss is stable around 0.
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Fig. 9. Temperature setpoint and REAR change trajectories in first and
last episode.

In order to show the training results more directly, the change
in temperature setpoint and REAR in the first and last episode
of the training process is shown in Fig. 9. In the early stage of
training, the agent does not know in which direction to adjust
the temperature and it takes many time-steps to adjust the room
temperature to the most comfortable temperature for the person.
People have more time to stay in the state of small REAR.
In the later stage of training, the agent can always adjust the
room temperature to the most comfortable temperature in the
shortest time-steps and people have very little time to stay in the
state of small REAR. In the experiment, the most comfortable
temperature is 26 ◦, but this value is learned by the agent itself
rather than preset in advance.

The computation time of the algorithm determines its real-
time performance. In this article, the resolution of the image of
human expressions is 3456× 4608 and the image is colored. The
computer for running the algorithm is Acer E5-572G-58HZ and
the CPU for running the algorithm is Intel Core i5-4210 M. The
programming language used by the algorithm is Python. The
construction of the deep neural network uses the TensorFlow
package. The state preprocessing algorithm uses the Dlib and
OpenCV packages. The developed algorithm is divided into
training and decision stages, respectively. In the training stage,
the reply buffer is initialized and the Q-network is trained by
the back propagation algorithm. Using the hardware mentioned
above, the time to initialize the reply buffer is 200.0697 s, or
about 3 min, and the time to train Q-network is 1600.458 s,
or about 26.5 min. The total computation time of the training
stage is 1800.5277 s, or about 30 min. Thus, we say that the
training stage is implemented off-line. In the decision stage, the
agent receives a state and gives an action signal online. Using
the hardware mentioned above, it takes 0.147119 s to make a
decision. Considering that temperature is a slowly changing
physical quantity, the developed algorithm can be applied in
real time at the decision stage. Thus, after training the neural
networks, the decision stage is implemented online.

Let the computation time of an episode be te. Let the number
of times the agent adjusts the temperature in an episode be Na.
Let the running time of the algorithm for a decision be tw. Using
the hardware mentioned above, tw = 0.147119 s. The agent is

set to adjust the temperature setpoint every unit time interval
Δt. We assume that within time Δt, the room temperature is
very close to the steady state. In practical applications, we can
set Δt as 15 min. Assume the initial temperature to be 34 ◦, then
Na = 4. Then, te = (Δt+ tw)×Na ≈ NaΔt = 60 min.

Remark 3: In this article, the landmark coordinate matrix L
is required to implement the Algorithm 1. It is required that the
face and eyes can clearly be detected, which implies that the
face and eyes are clear without covers and the indoor lighting
are bright. Otherwise, it will cause failure of implementing the
algorithm. Hence, the disadvantage of the developed algorithm is
that the face and eyes are required to be clearly detected without
covers and the indoor lighting are required to be bright.

Remark 4: There are several ways to guarantee the control
performance when the developed algorithm cannot successfully
detect human eyes. First, if lighting factors affect human eyes
detection, we can use the latest low-light face detection tech-
nology [34] to improve the accuracy. Second, if the covered
face caused the failure of eyes detection, we can use a face
detection algorithm that is more robust to covered face [35].
Third, if masked eyes make the algorithm unable to obtain
eyes information, we can use other available information for
fatigue detection tasks. For example, we can use the head posture
to detect fatigue [36]. We can also use the previous methods
for air conditioning control based on temperature. However,
temperature-based methods are not effective in improving hu-
man comfort.

V. CONCLUSION

In this article, the deep RL method was employed to solve
air conditioning control problems, which aimed to reduce hu-
man sleepiness. The agent directly took the high-dimensional
information of the human expression as the input, instead of the
temperature data in the previous work in air conditioning control.
Through DQN method, the DQN could learn the optimal policy
for temperature control directly through the image. Through
simulation verification, the DQN agent could learn to adjust
indoor temperature through human expressions after sufficient
learning.

In the future, we will reduce the computation of the developed
algorithm so that it can be used on embedded devices with small
computing power and low power consumption. On the other
hand, we will expand the algorithm’s application to the detection
of the face with covers (glasses for example) and dusky indoor
lights.
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