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Convolutional neural networks are always vulnerable to adversarial attacks. In recent research, Projected
Gradient Descent (PGD) has been recognized as the most effective attack method, and adversarial train-
ing on adversarial examples generated by PGD attack is the most reliable defense method. However,
adversarial training requires a large amount of computation time. In this paper, we propose a fast, simple
and strong defense method that achieves the best speed-accuracy trade-off. We first compare the feature
maps of naturally trained model with adversarially trained model in same architecture, then we find the
key of adversarially trained model lies on the binary thresholding the convolutional layers perform.
Inspired by this, we perform binary thresholding to preprocess the input image and defend against
PGD attack. On MNIST, our defense achieves 99.0% accuracy on clean images and 91.2% on white-box
adversarial images. This performance is slightly better than adversarial training, and our method largely
saves the computation time for retraining. On Fashion-MNIST and CIFAR-10, we train a new model on
binarized images and use this model to defend against attack. Though its performance is not as good
as adversarial training, it gains the best speed-accuracy trade-off.

� 2021 Published by Elsevier B.V.
1. Introduction

In recent years, many breakthroughs have been made in the
field of deep learning [1–3]. Because deep learning outperforms
other machine learning methods and even human observers in
diverse computer vision [4–7] tasks, the applications of deep learn-
ing in many crucial situations such as autonomous driving [8,9],
face recognition [10,11] and medical image analysis [12–14] are
increasing. However, the security problem is not investigated until
2014. Since the adversarial attack proposed by Szetegy [15] in
2014, more and more recent work [16–19] has focused on this
field. For an clean image, it can be correctly classified by a Convo-
lutional Neural Network (CNN) [20,21]. Adversarial attack is to add
some malicious perturbation to this clean image, and produce an
adversarial example, which will be incorrectly classified by the
same classifier. But for human, this adversarial perturbation does
not affect their classification and they will correctly classify the
adversarial example. Defense methods [22–24] are proposed to
defend against these attacks and achieve correct predictions.
With the development of attack and defense methods, the main
issues remain unsettled. There is not a fast, simple and strong
defense method that can be deployed on any datasets with any
classification model. Although adversarial training is an effective
defense method which can be used on different datasets, it costs
too much computing resources to obtain a robust model. Other fast
defense methods [25,26] based on input transformation cannot be
applied to different datasets.

To develop a new defense method, we first investigate the
defense characteristics of adversarially trained model. We visualize
the feature maps of adversarially and naturally trained model in
same architecture on MNIST [27]. We find that different from nat-
urally trained model, adversarially trained model enhances the
semantic information and denoises the adversarial perturbation
during forward propagation. By visualizing the histogram of the
feature maps from adversarially trained model, we find that adver-
sarially trained model performs binary thresholding on input
images to achieve robustness.

Since the direct manipulation on model parameters is infeasi-
ble, we conduct binary thresholding on input image before feeding
it to a classifier, and find that this method could effectively defend
against adversarial attack on MNIST and achieve comparable per-
formance without modifying the training process. It achieves
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99.0% accuracy on clean images, and 91.2% accuracy on white-box
adversarial images. This performance is slightly better than adver-
sarial training, and our method saves the computation time for
retraining. Besides, unlike adversarial training, our defense is more
robust to different strength of perturbation, especially larger pertu-
bations. Theoretically, for other digit datasets, simply performing
our binary thresholding defense during testing is effective.

For CIFAR-10 [28], though simply performing binary threshold-
ing on input images during testing could gain some robustness, it
could not meet our requirements. Further study find that unlike
in MNIST, the image in CIFAR-10 after binary thresholding is totally
different from the original one. And this results in a reduction on
accuracy. To overcome this problem, we train a new model on
binarized images and use this model to defend against attack.
The newly trained model has 81.3% accuracy on clean images,
and 40.5% accuracy on adversarial images. This performance is
about 7% lower than adversarial training, but we decrease the com-
putation time ninefold and achieve the best speed/ accuracy trade-
off on CIFAR-10. The overall pipeline of our defense method is
shown in Fig. 1.

The main contributions of this paper are threefold.

� First, by visualizing the feature maps of naturally and adversar-
ially trained model on MNIST, we find adversarially trained
model performs binary thresholding to denoise and resist the
adversarial perturbation.

� Second, inspired by this, without modifying the training pro-
cess, we simply perform binary thresholding on input images
during testing to defend against PGD attack on MNIST. This
defense method proves to be fast, simple and strong. And we
give a detailed description on how to obtain the optimal thresh-
old regardless of dataset.

� Third, because MNIST is a gray-scale digit dataset, after binary
thresholding the input image is just the same as the original
one. While CIFAR-10 is a color dataset, we cannot directly per-
form binary thresholding to gain robustness. We train a new
model on binarized images and use this model to defend against
attack, though the performance is not as good as adversarial
training, it gains the best speed-accuracy trade-off on CIFAR-10.

The rest of this paper is organized as follows. Section 2 intro-
duces the related work of adversarial attack and defense methods,
including PGD attack and adversarial training in detail. Section 3
illustrates the defense characteristic of adversarially trained model
and based on this characteristic, we propose our binary threshold-
ing defense. Section 4 describes the experimental settings and
defense results. Section 5 draws a conclusion, lists the weaknesses
of our method and puts forward future work that boosts the devel-
opment of CNN robustness.
2. Related work

We first explain the related work of adversarial attacks and
defenses. Then we detail PGD attack and adversarial training,
which we will mention in the following sections.
2.1. White-box attack and black-box attack

When the network architecture and the parameters of target
model are known, we can conduct white-box attack based on this
target model. But if we do not know the network architecture and
the parameters of target model, we need to use a substitute and
perform attack based on this substitute. This is called black-box
attack. Black-box attack relies on the transferability of adversarial
examples between different models, which means an adversarial
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example generated on one model could attack another model at
certain probability.

Generally, white-box attack is more powerful than black-box
attack. But in fact, it is always impossible to acquire the network
architecture and the parameters of target model. So we need to
conduct black-box attack as an alternative. For a defense
method, white-box and black-box performance are important
metrics. In this paper, we will use the accuracy under white-
box and black-box attack to verify the effectiveness of our
defense method.

2.2. Adversarial attacks

Given the architecture and parameters of the target model,
early gradient-based attack methods are developed to solve the
constrained optimization problem

max
r

Lðxþ r; y; hÞkrk1 6 �; ð1Þ

where L is the loss function, h is the model parameters, x is the clean
image, y is its ground-truth label, r is the adversarial perturbation
added to x and � is the allowed maximum perturbation. Contrary
to standard training process, where we search for h to minimize
the loss function and make the output of the network closer to y.
Here, we maximize the loss to make the output far away from y
thus it causes misclassification. Meanwhile, we need to limit the
maximum size of r, and make the adversarial perturbation invisible
for human observer.

Based on Eq. (1), Goodfellow et al. [29] first propose an efficient,
one-step method, named Fast Gradient Sign Method (FGSM) to
generate perturbation based on the gradient of loss function with
regard to the image pixel. Considering the large one-step method
can be coarse, Kurakin et al. [30] propose a finer optimization, Basic
Iterative Method (BIM), also known as Iterative FGSM (I-FGSM).
BIM performs FGSM for several iterations with smaller steps and
constrains the L1 norm in each iteration. To further improve attack
method, Madry et al. [31] propose PGD. Instead of starting at the
original input point, PGD starts at a random point in the allowed
L1 norm ball, and avoids local maximas. Among all theses first-
order attack methods, PGD is proved to be the strongest. In each
iteration the update is

xtþ1 ¼ Clipx;�ðxt þ asgnðrxLðx; y; hÞÞÞ; ð2Þ
where Clipx;�ðx0Þ function clips x0 in �-L1 neighborhood of x;a is the
step size that moves in each iteration, sgnð:Þ is the sign function,
and rxL is the gradient of the loss function with regard to image
pixel values. Note that besides the � restriction, we also need to
restrict the pixel value in the range of [0, 1] or [0, 255].

2.3. Defenses

To defend against adversarial attacks, many defense methods
are proposed to improve the robustness of neural networks. The
most intuitive and effective method is adversarial training
[15,29,31,32]. As a universal defense method, adversarial training
requires to discard the standard model, and retrain the network
on adversarially perturbed images until the network learns to clas-
sify them correctly. Essentially, it solves a min–max problem

min
h

max
r

Lðxþ r; y; hÞ
krk1 6 �;

ð3Þ

that is, we first optimize r to generate adversarial examples remain-
ing h unchanged. Then, we optimize h using the adversarial
examples generated in the first step. Usually, we use PGD as the
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Fig. 1. Block diagram describing the differences between the defense pipeline on MNIST and CIFAR-10. For MNIST, we train the network on clean images (a). For CIFAR-10, we
train the network on binarized images (b); and for both datasets, we test the networks on binarized adversarial images.
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white-box attacker for adversarial training in the first step. Since a
n-step PGD needs n back-propogations, the total amount of compu-
tation for adversarial training is approximately n� bigger than stan-
dard training. Also, it usually needs more training epochs to
converge. Though the defense performance is pretty good, it needs
substantial time to retrain the model. Especially when training on a
large-scale dataset such as ImageNet [33], the computation time
can be exploded. For an experimental environments where GPUs
are inadequate, the defense cannot be implemented at all.

To overcome the weakness of adversarial training, there are
other defenses working on simple image preprocess to defend
against adversarial examples. Their advantages are threefold. First,
they requires very few additional computations. Second, they can
be deployed with any classification model. Third, they do not mod-
ify the classifier architecture or training process. Guo et al. [25]
propose five image transformation methods to counter adversarial
examples. These transformations include image cropping and
rescaling [34], bit-depth reduction [35], JPEG compression [36],
total variance minimization [37] and image quilting [38]. They
combine different input transformations and effectively defend
against attacks. They reduce images to 3 bits to perform bit-
depth reduction, set quality level 75 (out of 100) to perform JPEG
compression without any clues about how to obtain these param-
eters. Xie et al. [26] use random resize and random padding to
achieve robustness. They resize the input shape from
299� 299� 3 to rnd� rnd� 3, where rnd is an integer randomly
sampled from the range of [299, 331). Then they randomly pad
the resized image to the shape of 331� 331� 3 empirically. They
do not give a clear description about how to obtain the parameter
either. And for sure, if the dataset is changed, these parameters are
ineffective.

We propose a defense method that nearly avoids all these
weaknesses and achieves the best speed-accuracy trade-off. We
perform a simple binary thresholding with very few additional
computations, and give a detailed description on how to obtain
the optimal threshold in our defense regardless of dataset. It also
can be deployed on any datasets with any classification model.
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3. Proposed method

3.1. Denoising operations in adversarially trained model

To explore the differences between adversarially trained and
naturally trained model, we feed a clean test image and its adver-
sarial counterpart to these two models and visualize their feature
maps after the first convolutional layer, as in [39]. The naturally
trained model has more powerful adversarial examples, as verified
in [31]. So based on a clean image in MNIST, as shown in Fig. 2a, we
perform PGD attack on the naturally trained model to produce an
adversarial example, as shown in Fig. 2b. The ground-truth label
for the image is ‘7’, but the naturally trained model misclassifies
the adversarial image as ‘9’, while the adversarially trained model
correctly classifies the adversarial image.

The feature maps of the adversarially trained model on clean
and adversarial image after the first convolutional layer are shown
in Fig. 3. The feature maps after the first convolutional layer, ReLU
layer, and max-pooling layer are shown in Fig. 4. We can see that
the denoising operation occurs after the ReLU layer, and removes
a significant chunk of the adversarial perturbation. The convolu-
tional layer and ReLU can be formulated as

ReLUðwTxþ bÞ ð4Þ

where ReLUðxÞ ¼ maxð0; xÞ. This can filter pixels with value less
than
� wb

kwk2
ð5Þ

Feature maps after the second convolutional layer have blurry out-
lines. It is hard for human observer to determine if denoising oper-
ation is performed or not. So we select to investigate the feature
maps after the first convolutional layer rather than the feature maps
after the second convolutional layer.

The feature maps of the naturally trained model after the first
convolutional layer, ReLU layer, and max-pooling layer, are shown



Fig. 2. The original clean image (a) and its adversarial counterpart (b). The binarized clean (c) and adversarial image (d). The ground-truth label is ‘7’. While the naturally
trained model could correctly classify (a) as ‘7’, it misclassifies (b) as ‘9’. (c) and (d) look very similar, and they are roughly identical to (a). These two binarized images do not
cause misclassification any more.

Fig. 3. The feature maps of the adversarially trained model on clean (a) and adversarial image (b) after the first convolutional layer. The adversarial perturbation in (b) is not
removed.

Fig. 4. The feature maps of the adversarially trained model on clean (a) and adversarial image (b) after the first convolutional layer, ReLU layer, and max-pooling layer. Only
three channels have semantic activations on input, and these channels enhance the semantic information and resist the adversarial perturbation.
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in Fig. 5. Compared with the naturally trained model, the feature
maps of the adversarially trained model have clearer outlines
and are more resistant to adversarial perturbation. It means the
adversarially trained model enhances the semantic information
and denoises the adversarial perturbation, while the naturally
trained model amplifies the perturbation.

3.2. Binary thresholding in adversarially trained model

As shown in Fig. 4, only three channels play important roles in
forward propagation and denoise the adversarial perturbation. We
find the first convolutional and ReLU layer jointly perform as a
threshold filter. To validate this operation, we visualize the his-
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togram of the feature maps from the same channel in both models
on clean and adversarial example. Here, we select the most acti-
vated channel to visualize. Since in the adversarially trained model,
only three channels have semantic outputs regardless of input
class, as shown in Fig. 4. Other channels have zero activations on
both clean and adversarial image, and we cannot find if denoising
is performed or not. Moreover, the strongest activation is always
used to show the patterns learned by the network. It is generally
considered that the strongest activation has the clearest informa-
tion to decide the class of the input[40,41].

The histogram of the feature maps from both models are shown
in Fig. 6. For the adversarially trained model, the most activated
channels on clean and adversarial image are the same. But for



Fig. 5. The feature maps of the naturally trained model on clean (a) and adversarial image (b) after the first convolutional layer, ReLU layer, and max-pooling layer. The
semantic information in (b) is severely obscured by adversarial perturbation.

Fig. 6. The histogram of the feature maps from the same channel in the naturally trained model on clean (a) and adversarial image (b). The histogram of the feature maps
from the same channel in the adversarially trained model on clean (c) and adversarial image (d). For the naturally trained model, the distributions of the feature maps on
clean (a) and adversarial image (b) are totally different, mainly because of the adversarial perturbation added to the clean image, and this results in different predictions for
these two images. For the adversarially trained model, the distributions of the feature maps on clean (c) and adversarial image (d) are roughly the same, surprisingly
unaffected by perturbation, and the classifier could correctly classify both images.
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the naturally trained model, the most activated channels on clean
and adversarial image are different. As the naturally trained model
could not correctly classify the adversarial image, we select to visu-
alize the most activated channel on the clean image. For the natu-
rally trained model, the distributions of the feature maps on clean
and adversarial image are totally different, mainly because of the
adversarial perturbation added to the clean image, and this results
in different predictions for these two images. For the adversarially
trained model, the distributions of the feature maps on clean and
adversarial image are roughly the same, surprisingly unaffected
by perturbation, and the classifier could correctly classify both
images. And the feature maps are binary images. According to this,
we deem the adversarially trained model performs binary thresh-
olding on input images to achieve robustness.

3.3. Performing binary thresholding on input images

Since we cannot directly manipulate the model parameters to
perform threshold filtering, we can achieve this before the image
fed into the network. To do so, we need to specify the threshold
value, and we assign 0 to the pixels whose value less than the
threshold, 1 to the pixels whose value more than the threshold

dstðx; y; cÞ ¼ 1; if srcðx; y; cÞ > thresh

0; otherwise

�
ð6Þ

in which srcðx; y; cÞ is the pixel value at the position of ðx; yÞ in c
color channel before binarization, dstðx; y; cÞ is the pixel value after
binarization and thresh is the threshold value.

We should note that since each input image has distinct pixel
distribution, the optimal threshold for each image is different. If
we assign the same threshold for each image in the test set, that
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could lead to a decline of defense performance due to the unfit
threshold. However, we cannot produce the optimal threshold for
each image by line search, since the class of the image in test set
is unknown.

Since we cannot obtain the label of test set, and the training set
and test set are from a same distribution, we search the optimal
value on training set. We put forward two strategies to obtain
the optimal threshold value. The first strategy is we use a fixed
threshold value to conduct binary thresholding over test set. Here,
to find the optimal threshold, we first generate adversarial exam-
ples over the training set. Then we search the optimal threshold
in the range of [0, 1] and obtain the defense performance on these
adversarial examples. The best defense performance corresponds
to the optimal threshold value, as shown in Fig. 8a. Similarly, the
second strategy is we use a fixed percentile value over entire test
set and compute the corresponding threshold value for each image.
As the fixed threshold strategy does, we line search the optimal
percentile in the range of [0, 1] over adversarial training dataset,
as shown in Fig. 8b. To implement this, we do not need to generate
adversarial images each time for different threshold value. To save
the computation time of generating adversarial images, we only
generate adversarial images once, and then apply different thresh-
old to evaluate the performance.

For the fixed threshold strategy, at the optimal threshold 0.427,
the accuracy on clean test images is 99.0%, and the accuracy on
adversarial test images is 91.2%. For the fixed percentile strategy,
at the optimal percentile 0.79, the accuracy on clean test images
is 97.9%, and the accuracy on adversarial test images is 87.0%.
The performance of optimal threshold is slightly better than opti-
mal percentile. For both strategies, the accuracy on adversarial
images starts from 0 and increases to the maximum and then
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decreases. The accuracy on clean images remains unchanged and
decreases sharply in the end. In addition, for the fixed threshold
strategy, in the range of around [0.3, 0.7], any threshold value
could achieve pretty good defense performance. As for the fixed
percentile strategy, only at around 0.8, the percentile could achieve
good defense performance. And once the percentile is larger or
smaller than 0.8, the performance drops quickly. So we choose to
use the fixed threshhold to perform binary thresholding.

To validate the effectiveness of our strategy, we also search over
test set to compare the results. We find that the optimal threshold
value is 0.4 for test set. Using this threshold, the accuracy on clean
images is 99.0%, and the accuracy on adversarial images is 90.1%.
Considering the randomness of adversarial accuracy, the perfor-
mance of optimal threshold over training set and over test set is
identical. We can use the optimal threshold over training set to
perform binary thresholding on test images, without significant
performance decline and prior knowledge about the test set.

Though this fixed threshold strategy does not obtain the opti-
mal defense method, it achieves compatible defense performance
on test set, as shown in Table 1. Compared with adversarial train-
ing, our defense achieves better performance on clean images and
on adversarial images. Note that we not only perform white-box
attack on our defense, but also perform black-box attack. As we
know, adversarial examples transfer across different models,
which means an adversarial example generated from a model
could also attack a different model [42–44]. As mentioned in
[31], adversarial examples generated by naturally trained model
are more powerful than generated by adversarially trained model.
To conduct black-box attack on both our defense method and
adversarial training, we train a new network using the same archi-
tecture and setups as the naturally trained model with indepen-
dent initialization. The accuracy of the new naturally trained
model on clean images is 99.2%, and the accuracy on adversarial
examples is 0.0%, just the same as the naturally trained model.
As we can see, the black-box attack successfully attacks the natu-
rally trained model, its accuracy on black-box attack is 0.0%. Both
our defense and adversarial training defend against the black-box
attack, and achieve 95.6% and 96.1% accuracy, respectively. Our
defense performance is just slightly lower than adversarial
training.

If we cannot obtain the whole training set, we could also select
a pretty good threshold for test set. We visualize the histogram of
clean input image and its adversarial counterpart before and after
binary thresholding, as shown in Fig. 7. As we can see, before bina-
rization, the clean image is a binary image. Unlike the clean image,
in the adversarial image, many pixels fall in the range of [0, 0.3],
especially at around 0.3. This corresponds to the maximum pertur-
bation � ¼ 0:3. And once we set the threshold value slightly larger
than 0.3, we could gain robustness on the adversarial image and
make the distribution of adversarial image as in Fig. 6d. The clean
image and its adversarial counterpart after binary thresholding is
shown in Fig. 2c and d, as for human, they are just the same; as
for classifier, both images could be correctly classified.

As mentioned above, if we search the optimal threshold on
training set, we only need to generate adversarial examples on
training set once, evaluate the defense performance on different
threshold and find the optimal threshold. We do not need to
retrain the model, as shown in Fig. 1(a).

3.4. Training on binarized images

While our binary thresholding defense is considerably effective
on MNIST, when it is exploited on CIFAR-10, it results in poor per-
formance. Intuitively, we can foresee this problem. MNIST is a
gray-scale digit dataset, while CIFAR-10 is a color dataset. In
MNIST, after binary thresholding operation, the image is just the
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same as the original one, as shown in Fig. 2c and d. So binary
thresholding is directly useful for MNIST.

But for CIFAR-10, after binary thresholding operation, the input
image is quite different from the original one, as shown in Fig. 1b.
Note that, for gray datasets like MNIST, we use one optimal thresh-
old for the single channel. For RGB datasets like CIFAR-10, we also
use one optimal threshold for the three channels. Even if we use
the optimal threshold of 121, the accuracy on clean test set is
38.8%, and the accuracy on adversarial test set is 28.1%. Though this
indicates that our method has defensive ability, the defense perfor-
mance is not good enough compared to adversarial training. As
shown in Table 3, for adversarial training on CIFAR-10, the accu-
racy on clean test set is 87.3%, and the accuracy on adversarial test
set is 47.2%.

To overcome this problem, we consider training a newmodel on
binarized images and use this model to perform defense, as shown
in Fig. 1(b). We select the optimal threshold 121 and use this
threshold to perform binarization over training dataset. Using the
same architecture and settings, we train a new model on these
binarized images. At test time, we perform PGD attack on this
model, and evaluate the performance of the new model on bina-
rized images. We find that the accuracy on clean test set is
81.3%, and the accuracy on adversarial test set is 40.5%, as shown
in Table 3. The performance is about 7% lower than adversarial
training. As in MNIST, to conduct black-box attack, we train a
new network using the same architecture and setups as the natu-
rally trained model with independent initialization. The accuracy
of the new naturally trained model on clean images is 95.0%, and
the accuracy on adversarial examples is 0.0%, just the same as
the naturally trained model. As we can see, the black-box attack
successfully attacks the naturally trained model, and the accuracy
on black-box attack is 16.1%. Both our defense and adversarial
training defend against the black-box attack, and achieve 72.8%
and 85.9% accuracy, respectively. Our defense performance is 13%
lower than adversarial training. But we decrease the computation
time ninefold and achieve the best speed/ accuracy trade-off on
CIFAR-10.

The reason why the performance of our method is lower than
adversarial training may be that, CIFAR-10 is not a binary dataset.
The images in MNIST almost like binary images, and the majority
of the pixel value is 0 and 1. After binary thresholding, the adver-
sarial perturbation about 0.3 can be removed completely. But for
CIFAR-10, the images are not binary images, and the pixel values
spread over the range of [0, 255]. Simply performing binary thresh-
olding may obscure some important features and cannot remove
all the adversarial perturbation.

3.5. A high level understanding of our defense

As described in [31], the clean data points can be easily sepa-
rated by a naturally trained model with a simple decision bound-
ary. As for adversarial examples which are close to the decision
boundary, the naturally trained model cannot separate them cor-
rectly. So, to separate them carefully, adversarial training needs
to learn a complicated decision boundary and will need a larger
capacity network and much more training time. On the contrary,
we do not pursue the accurate complicated decision boundary,
we map the adversarial examples to data points where are far
away from the simple boundary and can be correctly separated.

In this way, our defense is similar to Defense-GAN [45] and Pix-
elDefend [46] in essence. Song et al. devise PixelDefend, using a
PixelCNN generative model [47,48] to project potential adversarial
example back onto the regions of training data before feeding it
into a classifier. Samangouei et al. propose Defense-GAN, leverag-
ing a Generative Adversarial Network (GAN) [49,50] to project
samples onto the range of the generator before classifying them.



Fig. 8. The accuracy on clean and adversarial test set with different threshold value (a). The accuracy on clean and adversarial training set with different percentile (b).

Fig. 7. The histogram of the original clean (a) and adversarial image (b). The histogram of the clean (c) and adversarial image (d) after binarization. Before binarization, the
distributions of the clean (a) and adversarial image (b) are totally different, mainly because of the adversarial perturbation added to the clean image, and this results in
different predictions for these two images. After binarization, the distributions of the clean (c) and adversarial image (d) are roughly the same, and the classifier could
correctly classify both images.

Table 1
MNIST: Speed/ accuracy trade-off for the naturally trained model, the adversarially trained model and the naturally trained model with our defense on clean test set, white-box
and black-box PGD adversarial test set (BT denotes binary thresholding).

Model Natural White-box PGD Black-box PGD Training time (FPS) Inference time (FPS)

Standard training 99.2 0.0 0.0 23,000 86,410
Standard training w BT 99.0 91.2 95.6 23,000 83,500
Adversarial training 98.5 90.3 96.1 597 86,410
Adversarial training w BT 98.1 93.7 96.3 597 83,500

1 https://github.com/MadryLab/mnist_challenge
2 https://github.com/MadryLab/cifar10_challenge
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These two methods are very similar, except they use different gen-
erative models. Though these defenses are shown to be feasible
mechanism against adversarial attacks, it is still a challenge to train
and tune generative model.

Compared with adversarial training, PixelDefend and Defense-
GAN, we only need to conduct an extra binary thresholding and
thus save a lot of computations at both training and inference time.
At last, we need to emphasize the main advantages of our defense
method. 1) Our method achieves compatible defense performance
with adversarial training. 2) We perform a simple binary thresh-
olding with very few additional computations during training
and testing, and give a detailed description on how to obtain the
optimal threshold in our defense regardless of dataset. 3) Our
method can be deployed with any classification model on any
dataset.

4. Experiments and results

4.1. Experimental settings

Three classification datasets are used in our experiments.
MNIST has 60,000 training images and 10,000 test images. Each
image is a 28� 28 gray-scale image having a label from 1 of 10
67
classes. Fashion-MNIST [51] is just like MNIST. CIFAR-10 consists
of 60,000 images, where 50,000 used for training and 10,000 for
testing, and each image is a 32� 32 color image with a label from
1 of 10 classes.

For MNIST, we use the same experimental settings as in [31]1

based on TensorFlow [52]. We use two convolutional layers with
32 and 64 filters in 5 � 5 size, each followed by a ReLU and a
2 � 2 max-pooling, and a fully connected layer of size 1024 to build
the network. The naturally trained model is trained on clean images
for 25 epochs, and the adversarially trained model is trained with
PGD-made adversarial images for 100 epochs. The learning rate is
10�4, and the batch size is 50. For PGD-made adversarial images used
for training and testing, we run n ¼ 40 iterations with a step size of
a ¼ 0:01, and the maximum perturbations for each pixel is � ¼ 0:3.
For Fashion-MNIST, we use the same experimental settings as in
MNIST, except we train the binarized model for 5 epochs.

For CIFAR-10, we use the same experimental settings as in
[31].2 We use a wide residual network [53] WRN-30-10 architecture,
which denotes a residual network with 30 layers and 10 times wider
than original residual network. Both the naturally and the adversar-

https://github.com/MadryLab/mnist_challenge
https://github.com/MadryLab/cifar10_challenge


Table 2
Fashion-MNIST: Speed/ accuracy trade-off for the naturally trained model, the adversarially trained model and the naturally trained model with our defense on clean test set,
white-box and black-box PGD adversarial test set (BT denotes binary thresholding).

Model Natural White-box PGD Black-box PGD Training time (FPS) Inference time (FPS)

Standard training 90.5 0.0 0.0 22,570 84,590
Standard training w BT 82.6 36.9 57.3 22,570 85,720
Binary training 86.2 47.0 67.5 21,600 85,720
Adversarial training 70.8 60.7 74.8 569 84,590
Adversarial training w BT 76.0 62.8 74.3 569 85,720

Table 3
CIFAR-10: Speed/ accuracy trade-off for the naturally trained model, the adversarially trained model and the naturally trained model with our defense on clean test set, white-box
and black-box PGD adversarial test set (BT denotes binary thresholding).

Model Natural White-box PGD Black-box PGD Training time (FPS) Inference time (FPS)

Standard training 95.0% 0.0% 16.1% 282 851
Binary training 81.3% 40.5% 72.8% 278 840
Adversarial training 87.3% 47.2% 85.9% 32 851

Fig. 9. Comparison of the convergence rate of our defense method and adversarial training on MNIST. (a) shows the accuracy on clean test set, while (b) shows the accuracy
on white-box PGD test set.

Fig. 10. Performance of our defense method against PGD adversaries of different
strength on MNIST. The adversarially trained model is trained against � ¼ 0:3. We
observe that for � smaller than 0.3, the adversarially trained model achieves equal
accuracy to our defense method. But for � more than 0.3, the performance of
adversarial training drops sharply, while our defense remains stable.
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ially trained model is trained for 70,000 iterations. The batch size is
128. The initial learning rate is 0:1, and we decrease it by 10� at the
40, 000 and 60, 000 iteation. For PGD, we use 7 steps of size 2, and a
total � ¼ 8.

All of our experiments run on an NVIDIA GeForce GTX 1080Ti. It
is important to note that because of the random starting point in
PGD, there is a randomness in mAP drop, i.e., the results of each
attack are slightly different (generally �1%). So for attack perfor-
68
mance, we perform PGD three times and take the average as the
final result.
4.2. Defense results

For MNIST, the defense results are shown in Table 1. The natu-
rally trained model achieves 99.2% accuracy on clean test set, and
0% accuracy on adversarial test set at 23,000 FPS for training. The
adversarially trained model achieves 98.5% accuracy on clean test
set, and 90.3% accuracy on adversarial test set at 597 FPS for train-
ing. The training speed of standard training is roughly 40 times fas-
ter than adversarial training, and this corresponds to the PGD
iteration number. For our defense method, we use the optimal
threshold 0.427. The accuracy on clean test images is 99.0%, and
the accuracy on adversarial test images is 91.2%. The accuracy on
black-box attack is 95.6%, slightly lower than adversarial training.
The overhead of our method is about 40� less than adversarial
training, and our defense can be conducted online with any classi-
fier without offline retraining process. The testing speed is roughly
the same as adversarial training. We also find performing binary
thresholding during evaluation help improve the robustness of
adversarially trained model.

For fashion-MNIST, the defense results are shown in Table 2.
The naturally trained model achieves 90.5% accuracy on clean test
set, and 0% accuracy on adversarial test set. Performing binary
thresholding during evaluation increases 36.9% accuracy of natu-
rally trained model on adversarial test set. It also increases 2%
accuracy of adversarially trained model on adversarial test set,
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and increases 5% accuracy on clean test set. We also train a new
model on binarized clean images with the optimal threshold
0.325. The model achieves 86.2% accuracy on clean images and
47.0% on adversarial examples at 21,600 FPS for training. The over-
head of our method is about 40� less than adversarial training.

For CIFAR-10, the defense results are shown in Table 3. We train
a new model on binarized clean images with the optimal threshold
121. Our defense achieves 81.3% accuracy on clean images and
40.5% on adversarial examples at 278 FPS for training. Adversarial
training achieves 87.3% accuracy on clean images and 47.2% on
adversarial examples at 32 FPS for training. Our performance is
7% lower than adversarial training, but we decrease the computa-
tion time ninefold and achieve the best speed/ accuracy trade-off
on CIFAR-10.

4.3. Convergence rate

We compare the convergence rate of our defense method and
adversarial training on MNIST, as shown in Fig. 9. Our method con-
verges much faster than adversarial training both on clean and
adversarial test set. Moreover, the training time of each batch for
adversarial training is 40� longer than our method.

4.4. Resistance for different values of �

Since we perform binary thresholding, we speculate our
method could resist different values of � when � is smaller than
the threshold. On MNIST, we use 100 steps with a step size of
2:5 � �=100 to make sure that we could reach the boundary of the
�-ball from any starting point within it. We compare the robust-
ness of our defense method with adversarial training. Note that
the adversarially trained model is trained against attacks with
the maximum perturbation of � ¼ 0:3. And the values of � is in
the range of [0, 0.42] as in [31], since much larger � will make
the perturbation obvious enough to cause misclassification by
humans.

As shown in Fig. 10, for � smaller than 0.3, the adversarially
trained model achieves equal accuracy to our defense method.
But for � more than 0.3, the performance of adversarial training
drops sharply, while our defense remains stable.
5. Conclusion and future work

In this paper, we propose a fast, simple and strong defense
method that achieves the best speed-accuracy trade-off. In MNIST,
we visualize the feature maps of the adversarially and naturally
trained model on clean image and its adversarial counterpart,
and find that the adversarially trained model performs binary
thresholding to gain robustness. Inspired by this, we perform a
simple binary thresholding on input images before feeding them
into the classifier to defend against PGD attack, and give a detailed
description on how to obtain the optimal threshold in our defense
regardless of dataset. We can obtain robustness just by binarizing
the images during testing. For Fashion-MNIST and CIFAR-10, we
need to use the binarized images to retrain a model and use the
new model to obtain robustness.

There are also some shortcomings of our defense method. First,
as shown in Table 3, the defense performance on CIFAR-10 can be
improved. We also plan to perform our defense on ImageNet. Note
that our defense method is based on L1 norm attack, and is not
applicable to L1 or L2 norm attack. Since the L1 and L2 norm attack
could significantly change the pixel value, our threshold filter will
fail in this situation. So in the future, we will investigate more gen-
eral defense method that can defend against more kinds of attack
with better performance.
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